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Preface

This publication provides reports c¢n developments in Earth-based radio technology
with applications to several programs. In space communications it reports on activities
of the Decp Space Network. In geodynamics it reports on the application of radio
interferometry at microwave frequencies for geodynamic measurements. In the field of
astrophysics the Deep Space Stations individually and in pairs as an interferometer have
been applied to direct observation of celestial radio sources.

Each succeeding issue of this report will present material in some, but not necessarily
all, of the following categories:

Radio Astronomy
Radio Interferometry at Microwave Frequencies

Goedetic Techniques Development
Spacecraft Navigation
Orbitiug Very Long Baseline Interferometry

Deep Space Network

Description

Program Planning

Advanced Systems

Network and Facility Engineering and implementation
Operations

Spacecraft Radio Science

Planetary Radar

In each issue, there will be a report on the current configuration of one of the seven
DSN systems (Tracking, Telemetry, Command, Monitor and Control. Test Support,
Radio Science, and Very Long Baseline Interferometry).

The work described in this report sesies is either performed or managed by the Tele-
communications and Data Acquisition organization of JPL.
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Monitor and Control Equipment for the MV-3 Mobile
Very Long Baseline Interferometry Station

R. W. Sniffin

Telecommunications Systems Section

A monitor and control system for the MV-3 mobile very long baseline interferometry
station has been designed around a commercially available process controller. The signi-
ficant features of the hardware design and the method by which this equipment will be
operated by the M'-3 central computer are discussed.

I. Introduction

One of the goals of the MV-3 project (also known as the
ORION project) was to utilize existing technology to the
greatest extent possible and thereby reduce the amount of
engineering required at JPL. An area in which it seemed
probable that this goal could be achieved was that of monitor
and control where recent advances in the field of industrial
process control had provnided an abundance of equipment and
system:: from which to make a selection. By pursuing this
approa:h, JPL engincenng was hnuted te performing the
high-level system design. selecting the process control equip-
ment, designing the interface to other subsystems and wiiting
the software to operate the process control equipment from
the MV.3 central computer.

Il. MV-3 Monitor and Control System Design

There are four principal monitor and control functior.
at the MV-3 system level. These are execution of an end-
to-end performance test. automation of frequently recurring
activities, detection of failures which are not immediately
observed by the end-to-end test and analysis of monitor

data for malfunction isolation. The first function was dele-
gated to th» digital tone extractor of the Phase Calibration
Subsystem. The remaining three were delegated to the Moni-
tor and Control Subsystem to be accomplished either within
the subsystem or through orchestration of other subsystems
connected to the MV-3 cer.tral computer.

Much of the equipment selected for use in the MV-2
station had the capability for automatic control and moni-
toring via an RS-232C serial interface. This included the
«.t€Nna servo equipment, the water vapor radiometer, the
Ma:k 111 Data System and the hydrogen maser The remain-
ing equipment was either of new design or was not available
with built-in monitor and control capability.

The original concept was to provide each major item of
equipment in this second category with a small data acqui-
sitton system to perform the monitor and control functions.
These would provide a standard interface to the MV-3 central
computer - a Hewlett Packard 1000 Systern, Model 40, which
is supplied with the Mark III Data System. The disadvantage
of this approach was that a considerable amount of redundant
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engineering would have been needed to design suitable mech-
anical, electrical and environmental provisions in each subsys-
tem for the data acquisiuun equipment. The concept was
therefore rejected in favor of a single microprocessor-based
process controller on each transporter. Figure 1 illustrates the
MV-3 monttor and control system, as implemented, showing
the monitor and control interfaces as well as the end-to-end
self test signal flow.

lil. Selecting the Process Control Equipment

Selection of the process controllers began with a vendor
survey to determine what capabilities were available in com-
mercial equipment. The results were used to create a list of
capabilities ranked by the number of vendors who could
supply them. Discussions were then conducted with subsystem
engineers to determine the minimum subset of capabilities
which could fulfill all MV-3 monitor and control requirements.
This subset, listed in Table 1, was incorporated into a specifi-
cation for an “Analog Monitor and Control Assembly™ and
submitted for competitive procurement.

IV. Analog Monitor and Control Assemblies

The selected analog monitor and control assemblies ai2
manufactured by Analog Devices of Norwcod, MA. under
the trade name of MACSYM 20. One of their intended vies
is to serve as the interface between a host computer wng up
to 256 assorted analog or digital monitor or contrel puinrs.
In the MV-3 application, approximately 50-peicent of ttus
capacity is used.

As shown in the block diagram (Fig. 2), the unalog mori
tor and control assemblies are designed around an &-bit, Z80
microprocessor with 16K bytes of rar.dom-access read-write
memory (RAM) and 16K bytes of read-only memory (ROM).

The microprocessor communicates with the host computer
via an RS-232C serial interface and is interfaced to its signal
conditioning cards via an analvg/digital input/output |ADIO)
controller. This controlie; contains all timirg and control
logic for addressing the individual signal conditioning cards
and a 12-bit successive-approximation A/D converter. Input
to the A/D converter is through a san:ple and hold amplifier,
a programmable gain amplifier and a 16<hanne: muluplexer.
This allows z single set of analog-to-digital conversion hard-
ware to be shared by all signal conditioning cards.

In the case of analog and low-leve: digital signals, the moni-
tor and control intettace 1s by card-edge connectors at the rear
of the signal conditicning cards. For digital monitor asidd con-
trol signals 1 ex.. s of 24 volts, the interface 1s via an optical

isolation assembly. This assembly permits connection to
circuits operating at 90 to 140 Vac and 10 to 60 Vdc. Selec-
tion of charnel characteristics is made by choosing tiom
among four module types for installation on the aptical
isolation assembly and by throwing a switch on the appro-
priate signal conditioning card.

The firmware supplied with the analog monitor and control
assemblies provides the capability to interrogate or address the
input and output channels either one at a time or in groups of
from 2 to 16. This is done by issuing a brief commanid that
includes the action to be taken and the identity und character-
istics of the channel or channels. The assembly also has the
capability to perform simple mathemetical operaiions and o
store an array of parameters and command or operativn
sequences for later execution by issuing the seynence number.

V. Subsystem interfaces

The precess of detenniring 3 mirinm: set of <spaoilitivs
for the analog moniior and cuntrol sssemblies resaltes in the
placement of requirements ou tre vancus st osyswrs for selec
tion of transducers and signal conditioning. st the .2me time,
two star.gard physical interfacss -ver: adopied ‘o decrease
nter-subsystern cabling costs. VThesw werc A @ twisten-pair
cahle with an overal’ shield tc be z3eq for all zignzls, 57 SO velts
or iess ead a 12 concuctor catle i te used for 21l signals 1n
ex~esz ot SO valts.

Within each sen-ystem, penites poing were selected to
nermut wafonction iswation 19 replaceabls sudassemblick.
o peiral thi: wes acco~yliched by ineacoremeat of sub-
assembly outzuts — eitner dleccly (where ihe suput was
3 ovaltgee) o ucivy sn approvrte fransducer to couvart
tie arantity heicr, measuread intv a4 voltage. In certain
spplications. where the subassemMy cutov could not be
casily verified. porameter sach as wput puwer supplv
cutreats were monitored from which subassembly perion
marce could be infused. Seicction of cantiol points was
straightforward, wiih ‘he only decision Which needed to
be made relatiug o contrel status in the event of a mornen-
tary failure of the monitor and control equipment. Where
it was desirable to keep a function operating in the event
of such a failure, a two-signal (switch on. switch off) con-
trol schemne was adopted. For other cases a single signal
was used.

At the analog monitor and conirol assembly end. an inter-
face assembly was designed to connec. the twistdock connec-
tors on the iister-subsyvstem cabling to the printed circuit card
edge connectors requirce LY ti'e signal conditioning cards and
the screw termunals on the optical isolation ass:mbly. This



wiring established the relationship between the functions being
monitored or controlled and the physical address of that
function. This assembly also provided a ccuvenient place to
separate analog monitor, digital monitor and digital control
signals arriving in one cable from each other.

Table 2 provides a summary of MV-3 monitor and control
points which are assessed via the analog monitor and control
equipment. Included in this list are the location arm position
ang meteorological sensor data which are not monitor data
but rather part of the station data record. As noted in the
table, the list does not include monitor and control data
obiained directly by other subsystems.

Vi. Analog Monitor and Control
Assembly Operation

In order to address a fuactional monitor or control point it
is necessary to know the physical address in the analog moni-
tor and control assembly that is the card and channel number
11 which the function is connected. It is also necessary to
know whether the function is a monitor or a control point,
whether it is analog or digital, and, for analog channels, the
sensitivity needed to make the measurement.

Fortunately, the command structure for the analog monitor
and control assemblies is such that this information can be
retrieved from the paiam.eter array by caiculating one or more
indices into the array. Thus a single integer number corre-
sponding to a function can be transmitted to the analog moni-
tor and contro! assembly followed by an instruction sequence
number. By following the instruction sequence previously

stored, the physical address and characteristics of the function
can be determined and the appropriate operation performed.
Values of monitor points are returned to the central computer
by using additional instruction sequences.

The process of initializing the analog monitor and control
assemblies to perform these operations consists of down-
loading two text files from the central computer. The first file
contains command sequences whereas the second file contains
the values to be stored in the parameter array. The process is
performed once when the central computer software is initial-
ized and again if an expected response is not received. The cen-
tral computer software is notified of a failure if no response is
received after reinitialization.

As data are received they are put into a common area of
storage in the central computer. It takes between 15 and 20
seconds to completely update this area with data — the varia-
tion being cansed by the data values themselves. This tech-
nique provides easy access by applications programs which are
performing such activities as performance monitoring, station
automation and malfunction isolation.

VIl. Conclusion

A monitor and control system has been successfully designed
and implemented using two industrial process controllers. The
amount of engineering effort to support this activity has proven
to be in close agreement with initial estimates. Additional
benefits are expected during the development of applications
software because of the versatility of the command language
firmware provided with these controllers.

Bibliography
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Table 1. Minimum capability list for MV-3 monitor and control

Parameter Required capability
Analog input
Number of channels 64
Configuration Differential
Sensitivities 0to £10 Vdcand 0 to ¢ VdclD)
Resolution 12-bit
Digital input
Number of channels 50

Logic levels supported
Simultaneous read capability

Digital output
Nuinber of channels
Logic levels supported

Physical
Configuration
Maximum dimensions

Fnvironmental
Operating temperature
Storage temperature
Operating iltitude

TTL, 26 Vdc/0 Vdc, 115 Vac/0 Vac
16 channels

27
115 Vac @ 1.8 Aac, 26 Vdc @ 1.8 Adc

Rack mount with slides
26, mm (10.5") HX 521 mm (20.5™) D@

01to 45°C
4510 66°C
Sea level to 3048 m (10,000 ft)

(1) Selected unit has sensitivities or +10, 5, 7.5, £1.25, -0.625 Vdc. etc., to :4.88 mVde
(2) Selected unit vertical dimension 1s 222 mm (8.75")




Table 2. MV-3 monitor and cor.troi points

Monitor Control

Subsystem and assembly points points

Microwave Subsystem

Low-nvise amplifiers

Cryogenics

Power supplies

Miscellaneous
Receiver Subsystem

Down-converters

Power supplies
Phase Calibration Subsystemn

Cable stavilizer

Comb generators

Noise adding radiometer

Power supplies
Antenna Subsystem(1)

Locator arm

Emergency stop/movement warning
Facilities Subsystem

Power generation

Power distrioution

Environraental control
Data Acquisition Subsytem(?)

Mark Il Data System

recorders 22 -
Frequency and Timing Subsystem(?

Distribution amplifiers 4 -

Cesium standard 3 -

Instrumentation 1 -
Meteorological equipment

Sensor data 4 -

Power supplies 4 -
Water vapor radiometer(d)

@il o - -] wWN O
1 e a2 | ] ~3

(ol 4
NN

53

tJ
—
o

L~
|

NOTES.

(1) Momntor and control of antenna controller and servos are by
self-contained equipment.

(2) Configuration monitor and cortrol of Mark II! Data System
and recorders are by self-contained equipment. Listed monitor
points are power supply voltages.

(3) Monitor and control of hydrogen maser, frequency standard room
temperature monitor and part of the frequency standard perfor
mance monitor are by self-contained equipment.

(4) Monitor and control of water vapor radiometer is by sel,-
contained equipment.
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DSN Command System Mark (V-85

H. C. Thorman
TDA Engineering Office

Modification of the currently operational DSN Command System Mark [1I-80 in
1982 consisted of upgrading Command System monitoring functions in the Nerwork
Operarions Control Center. DSN Command System Mark IV-85 functional design is
cescribed for the Mark 1V-4 Network, which is planned for 1984-1985 implementation.

I. Present System

The Mark I11-80 configuration of the DSN Command Sys-
tem, which was described in Ref. 1. is the currently opera-
tional configuration. To provide compuier-controlled prepass
data transfer and validation tests and revised displays, Network
Operations Control Center (NOCC) Command Subsystem
software modifications were completed in May 1982 as part
of a general upgrade of the Network Operations Control
Area (NOCA) to reduce operations costs.

Il. Mark V-85 System
A. Mark IVA Network implementation

The Mark IVA Network implementation, to be completed
in 1985, will provide one Signal Processing Center (SPC) at
each of the three Deep Space Communication Complexes
(Goldstone, California;: Canberra, Australia; and Madrid,
Spain). The Ground Communications Facility (GCF) will
provide communications between JPL and each SPC. The
Networks Consolidation Program (Ref. 2) pru-udes tor the
Mark IVA Network to support high-apogee earth-orbital
missions in addition to the deep space missions.

Figure 1 is a block diagram of the DSN Command Sys-
tem Mark IV-85. as previously described 1in Ref. 3. Each

Deep Space Communications Complex (DSCC) will have
a 64-meter antenna with deep space uplink, a 34-meter an-
tenna with both deep space and earth orbiter uplinks, and a
9-meter antenna with earth orbiter uplink. (The Goldstone
and Canberra coinplexes will each have an additional 34-meter
antenna for downlink only.)

During the past year the Mark IVA Network implementa-
tion schedule has been modified to provide earlier comple-
tion at the Canberra complex. Additional support require-
ments have enlarged the mission set. The Command System
performance requirements, functional description, and sub-
systems configurations, however, are the same as presented
in Ref. 3.

DSCC Command Subsystem prototype testing and software
design are progressing on schedule. A contract for fabrication
of the 16 new command modulator assemblies was awarded in
June 1982.

B. implementation Schedule

The Mark IVA Network implementation plan calls for an
interim configuration to be installed at all three complexes in
early 1984, and a final configuration at Goldstone by Febru-
ary 1985, Canberra by May 1985, and Madrid by August
1985. The interim configuration will include new cominand



equipment for support of high earth orbit and deep space
missions, while retaining portions of the present Mark Il
configuration. The final configuration at each complex will
include the 9-meter antenna and associated front end equip-
ment, at least three strings of DSCC command subsystem
equipmeni, and the new DSCC Monitor and Control Subsys-
tem, as shown in Fig. I.

C. Mission Set

The Mark IVA Network baseline requirements h: ve beer
extended to provide capabilities to support all of the flight
missions listed below:

(1) Current deep space missions:
(a) Pioneers 6 through 12
(b) Viking Lander
(¢) Helios
(d) Vovagers1and 2
(2) Planned deep missions:
(2) Galileo
(b) Intemational Solar Polar Mission (1SPM)
(c) Giotto (backup support)
{3) Current high elliptical earth orbital missions:
(a) Intermational Sun-Earth Explorer No. 3 (1SEE-3)
(4) Future high elliptical earth orbital missions:

{a) Active Magnetospheric Particle Tracking Explorer
(AMPTE): 3 spacecraft

(b) Origin of the Plasma in the Earth’s Neighborhood
(OPEN): 4 spacecraft

(5) Other earth orbiter missions:
(a) TDRS (launch and emergency support)
(b) Space Telescope (emergency support)
(¢) GOES G, H. I {backup support)

D. Pertormance Requirements ~

Support of the Mark 1V A mussion set will require Command
System performance charactenstics compatible with the NASA
standard transponders, which are to be used on future space-
craft, and also compatible with current inftight spacecraft and
certain planned spacecraft that do not use the standard trans-
ponder Some of the required capabilities are listed below.

(1) Data rates. Data rates from 1 to 2000 bits/sec will be
provided

(2) Subcarrier frequencies. Sine-wave and syuare-wave sub-
carriers will be generated at frequencies of 100 Hz to
16 kHz.

(3) Subcarrier data modulation. Selection will be provided
for phase-shift-keyed (PSK) or frequency-<hift-keyed
(FSK) modulation of the subcarrier by the pulse-code-
modulated (PCM) command symbol stream. An option
for amplitude modulation (AM) of the FSK subcarrier
will also be pravided.

(4) Camier modulation. The command-modulated subcar-
rier will be phase-modulated on an S-band carrier for
radiation to the spacecraft. Control of modulation
index angle will be provid:d over a range from 0.1 to
1.8 radians.

(5) Carmier frequencies. Generation of the uplink carrier
at S-band frequencies assigned for deep space missions
will be provided at the 64- and 34-meter antennas.
S-band frequencies assigned for earth orbit missions
will be provided at the 34- and 9-meter antennas.

. System Functional Description

As discussed in Ref. 4, many of the spacecraft supported by
the DSN have onboard storage and sequencing capabilities
that permit command sequences to be sent well = idvance of
the actions to be taken by the spacecraft. Thus, fewer direct
action (real-time) commands are neede?. Ground system capa-
bilities providing massive storage « <Pacecraft commands,
multimission operating functions. anu standardized protocol
were incorporated in the DSN Command oystem in 1978
(Ref. S). These capabilities will be continued in the Mark IV-
85 sys.=m configuration.

A. Operations! Functions

End-to-End spacecraft command operations are repre-
sented functionally in Fig. 2. Command sequences for one
or more spacecraft are generated and stored at a Mission
Operations Center (MOC). Commands for a particular space-
craft are selected from the command files, formatted into
messages, and stored for transmittal to a specified link of a
DSCC. Command data are extracted from the message re-
ceived and are stored and queued until radiated. Finally,
the commands arrive at the spacecraft and are either executed
immediately or stored nboard for later execution.

The functions of the DSN Command System in this pro-
cess include the following:

(1) Establishing the DSCC configuration for the speci-
fied spacecraft.

(2) Receiving and stonng command data at the DSCC.



(3) Quenmg command uata to be radiated to the space-
craft.

{4) Radiating the command data to the spacecraft.
(5) Mon oring and reporting system status and events.

B. Opes: jonsl Procedure

.ndi -onfiguration inputs to the DSCC Command (DCD)
Su'ssvsiera specify the flight project neme and the spacecraft
identfic-u.n number. These inputs cause the Command Pro-
cessor Aembly (CPA) software to transfer a specified con-
fiuration and standards and limits table from disk storage to
m-mory. & d to configure the DCD Subsystem according to
the table. { 1anges may later be made by messages from NOCC
v.a the (7 (or by keyboard entries at the Link Monitor and
Catiol Co- sole, in an emergency).

1 nior to che beginning of the scheduled spacecraft track. the
conttf of the DSCC command functions is transferred to the
NOC{. Con iguration standards and alarm/abort limits can be
updated by GCF transmission of messages from the NOCC
Command Subsvstem (NCI real-time momtor proc-ssor. The
standards and limuts are derived from files compiled in the
NOCC Support Subsystem. Spacecraft-dependent parameters,
such as symbul peniod, subcarrier trequency. alarm limits, and
abort bmits, are established via these messages. After the
proper onfiguration standards and limits have been estab-
lished. ¢ *st commands are transmitted through the system to
ensure 1 142 the system can accept spacecraft commands via
GCF. tempo.any store the  ..amands, and confirm radiation.
Dunng this tesr the trawsautter output s radiated mto a
Jdummy load Alter the Network Operations Control Team
(NOCT) has established that the syste s operating properly,
the station ¢ perator switches the transmitter to space radia-
tioin, and the NOCT transfers command data control to the
thgat project’s MOC for leading of actual spacecraft conunand
sequences o de radiated to the sprcecratt dunng the track
pend.

At the ume for radiz-on of each command element, the
subsystem 1dvances . he active mode (see Fig. 3 tor descrip-
tion of the vanous modes) and command data are transterred
to the Commanu Modulator Assembly (CMA) for immediate
radiation wia w2 Recewer-Excaiter, Transmatter, Microwave,
and Antenna sutsystems.

C. Sommand Data Handli~g

The DCD Lobsvsten design allows nussion operations to
prepare large tiles ¢ spacecratt commands in advance and
then to torwas t _everal files to the DSCC hink at the begin-
mng of & sp wecratt trach. The design also provides real time
sy em aatus monitonng and  control. For protection o

data integrity, every message bluock to or from the CPA con-
tains a block check sum, in addition to the GCF error detec-
jon provisi

1. Command files. Each file may counsist of up to 256 high-
speed data blocks. The content of each data block is a file ele-
ment. The first block in a file contains the header element and
cach subsequent block contains a command element. Each
command element may consist of up to 800 bits of space-
craft command data. Up to 8 files for a given mission can be
stored by the CPA. Thus the available storage is over 1.6 mil-
lion command bits.

The header element contains file identification information,
file processing instructions, and a file checksum. The file pro-
cessing instructions include optional file radiation open and
close window times, and an optional file bit 1 radiation time.
File oper and close window times specify the time interval
during which command elements in the file may begin radia-
tion (i-e.. a mission sequence may demand that specific com-
mands nct be sent before or after a certain time). The bit |
radiation time allows the project 10 specify the exact time at
which the file is to begin radiation to the spacecraft. The file
checksum is created at the time of file generation and is
passed intact to the CPA. It adds reliability to insure that no
data were dropped or altered in the transfer from vne facil-
iy to another. (This is in addition to the previously men-
tioned block checksums.)

The command elements cach contain command bits, file
wdentification, element number, element size, and an optional
“delay time™ (interval from start of previous element). If
delay ume 18 not specified. the element will start radiating
immediately after the end of the previvus element.

2. Receiving and storing command data at a DSCC. Nor-
mally, the files of commands to be radiated to the space-
craft will be sent from the MOC to the specified DSCC link
at the beginning of a spacecraft track period. However, files
may be sent to the DSCC hink at any time during the space-
cratt track period. The firsi step in receiving and storing
command data at a DSCC is the process of opening a file
area on the CPA disk. The MOC accomplishes this by sending
a header element, which serves as a file~pen directive. After
the CPA acknowledges receipt of the header element, the MOC
sends the remainder of the file (up to 255 command elements)
and follows it with 3 fileclose directive. The CPA acknow-
ledges the file<close instruction and indicates whether the file
loading was sucesssful or unsuccessful. If the file loading was
unsuccesstul, the acknowledge message contains the reason
tor the ‘allute and from what point n the file the command
clements are to be transmitted. When the file 15 successtully



closed, the MOC may proceed to send additional files, up to
a total of eight.

3. Queuing the command data for radiation. After the files
are stored at the CPA, the MOC ihen sends a file-attacn direc-
tive for each of up to five f*'e names to be placed in the radia-
tion queue. The Mission Control Team determines in which
order the files are to be attached. The order in which the file-
attach directives are received at the CPA determines the
sequence in which the files will be radiated: that is, first
attached. first to radiate to the spacecraft.

4. Command radiation to the spacecraft. The first com-
mand element in the top (prime) file in the queue begins
radiation to the spacecraft immediately after attachment or
as soon as all optional file instructions (such as bit 1 radia-
tion time) are satisfied. The prime file status is defined to
be active when the first command element begins radiation.
Upon completion of radiation of the first command element,
the second command element begins radiation either imme-
diately or when the optional dclay fime has been satistied.
The process continues until all conunand elements in the file
have been radiated. After the first file completes radiation,
the second file in the yueue automatically becomes the pnme
file and the command radiaton process is repeated. After the
second tile completes radiation, the third file becomes prime,
etc. This process is repeated until all files in the queue are
exhausted. The MOC can attach new files to the queue when
ever space is available.

Contirmations of prime-file command-element radiations
are reported in event messages te the MOC and NOCC once
per munute, or atter five elements have been radiated. which-
ever uecurs first. If a command element is aborted. or if an
alarm occurs, an event message is sent imm-=diately .

§. Additional data processing. The forcpomny descripuions
of the DSCC functions of stonng the commuand files. attach-
ing the tiles to the queue, and adiaung the commands to the
spacecratt assume nonunal (standard) operation. Additional
data processing tunctions are provided tor worst-case condi-
tions of non-nominal operations and tadure recoveny. Con-
trol of these tunctions 1s nommally exercised remotely from
the MOC. However, emergency ontrol s also available at
the Link Monitor and Control Console.

a  File crase A file can be deleted from storage at the CPA
by means of a fle crase ditective it the tile 1s not attached to
the raduation gueue

b Cleaning the queuwe  As previoushy stated. the onder ot
file radiation to the spacecraft 1s dependent on the order ot

files in the queue. To rearrange the order, a clearquene direc-
tive must be sent, followed by file-attach directives in the
desired order.

¢. Suspend radiation. 1f the Mission Control Team desires
to stop command radiation. a suspend message can be sent to
the CPA. This message stops command radiation to the space-
craft upon cuompletion of the current clement. The file status
then changes from active to suspended.

d. Resume command radiation. To restart radiation of a
suspended file (either suspended intentionally or from an
abort), a message can be sent to resume radiation at any spect-
fied unradiated element in the file. The suspend and resume-at
directives can be used for skipping elements of the prime file,
if desired.

¢. Command abort. As each command bit is radiated to the
spacecraft. numerous checks are made to insure validity of the
command data. If a failure is detected during the radiation,
the command element is automatically aborted, the prime file
status 15 changed trom active to suspended, and radiation is
terminated until a resume directive is received.

In additivn to the automatic abort function there is provi-
sion for the MOC to send an abort and suspend directive to
termunate command radiation immediately without waiting
for completion of an element.

f. Close window nme overnde. If a close-window time 1s
specified in a tile header element, anu he Mission Operations
Team later Jecides to extend the permissible time for radia-
tion of that file, an ;vermde message can be sent (after the
file becomes prume) which mnstructs the CPA to ignore the
close window time.

D. Data Records

All message blocks received by the CPA and all blocks sent
trom the CPA will be logged at the DSCC on the Onginal Data
Recoid (ODR). In addiion, the CPA has the cepability to
record a temporary ODR on disk if the ODR 15 disabled.

Message blocks rrom all complexes are recorded at the GCF
central commumications terminal (CCT). Command  system
messdge blocks trom a Mission Operation Center to a DSCC
are also recorded at the CCT.

The DSCC ornginal data records and the CCT recording pro-

vide 1information tor fault 1solation 1 case problrms occur in
the Command System o eration,

1"



IV. Subsystems Configurations for
Mark IV-85 System

Planned modifications and reconfiguration of subsystems
for the DSN Command System Mark IV-85 (and Mark 1V-84)
are summarized below.

A. Antenna Mechanical Subsystem

At Canberra and Madrid all antennas will be tocated in
the vicinity of the SPC. At Goldstone, the 64-meter antenna
and the 9-meter antenna will be located near the SPC. The
Goldstone 34-meter transmit-receive antenna will remain at
the present DSS 12 (Echo Station) site, but coatrol will
reside at the SPC.

B. Antenna Microwave Subsystem

For the 9-meter antenna. the microwave subsystem will
provide uplink signal feed at S-band frequencies assigned for
earth orbital missions (2025-2110 MHz). For onc 34-meter
antenna at each complex, the microwave subsystem will be
required to handle S-band uplinks over the range of earth
orbital and deep space missions (2025-2120 MHz). For the
64-meter antenna the microwave subsystem uplink capabil-
ity will be unchanged (S-band 2110-2120 MHz).

The 9-meter and 34-meter antenna microwave subsystems
provide selection of right or left circular polarization. The
64-meter antenna microwave subsystem provides selection
of linear polarization or right or left circular polarization.

C. Transmitter Subsystem

The 9-meter antenna will have a 10-kW transmitter oper-
ating in the earth orbital mission S-band {requency range. A
34-meter antenna will have a 20-kW transmitter operating
over the rarge of earth orbital and deep space mission S-band
frequencies. The 64-meter antenna will have 20-kW and
100-kW transmitters tor the deep space mission S-band fre-
quency range, as now.

D. Recelver-Exciter Subsystem

An S-band exciter for the earth orbital frequency range will
be provided for each 9-meter antenna. The DSN exciter for the
34-meter antenna will be upgraded to cover earth orbital and
deep space mussion S-band frequencies. The present DSN
S-band exciter will be ~~tained 1n the 64-meter antenna link.
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Functions of the exciter include receiving the command-
modulated subcarrier signal from the DSCC Command (DCD)
Subsystem, phase-modulating that signal on the uplink carrier,
returning a demodulated signal to the DCD subsystem for con-
firmation, and sending modulation on or off indications to the
DD subsystem.

E. DSCC Command Subsystem

In the final Mark IVA Network configuration (in 1985),
the DCD Subsystem in the SPC at each complex will be
implemented as shown in Fig. 1. A new Command Switch
Assembly (CSA) will permit any of the exciters to be con-
nected to any of the Command Modulator Assemblies (CMA)
under control of the Complex Monitor and Control conscle.
New CMAs will be implemented to accommodate the
Mark IVA mission support requirements. The CPAs will use
existing Moccomp 1I-25 computers with core memory in-
creased to maximum capacity. CPA software will be upgraded
to satisfy new mission support requirements, to modify the
CMA interface functions, and to provide required functions
for interfacing with the new DSCC Monitor and Control
Subsystems.

F. DSCC Monitor and Control Subsystem

New equipment will be implemented for the DSCC Monitor
and Control Subsystem (DMC) at each complex in the final
Mark IVA Network configuration. Assignment oi command
equipment (anienna, transmitter, exciter, and command
modulator-processor combinations) to a given “link,” for each
scheduled spacecraft pass or for a scheduled test, will be
accomplished by the DMC along with teleme*ry and tracking
equipment assignments. Prepass countdown will be controlled
by inputs at the Link Monitor and Control Console.

The DMC will receive antenna pointing and uplink fre-
quency predictions and will relay them to the appropriate sub-
systems. The DMC will send link status information to the
CPA. and the CPA will send Command Subsystem status infor-
mation to the DMC for link console displays and for incorpo-
ration into the morator data that the DMC sends to the NOCC.

In the interim configuration, the Monitor and Control Sub-
system will be limited to the existing Data System Terminal
(DST) and Digital Information Subsystem (DIS) functions.

G. GCF Subsystems

In the final Mark IVA Network configuration, the GCF
Diygital Communication (GDC) Subsystem will replace the



present GCF Hich Speed Data and GCF Wideband Data
Subsystems. Command data blocks will be communicated
at a line rate of 56 kb/s, instead of the present 7.2 kb/s rate,
between the Central Communications Terminal at JPL and the
Ares Routing Assembly at each DSCC.

At the Goldstone DSCC the GCF Intersite Analog Com-
munications Subsystem will communicate the CMA output
signal from the SPC to the DSS 12 exciter and the confirma-
tion signal from the exciter to the SPC.

H. NOCC Command Subsystem

The NOCC Command Subsystem (NCD) Real-Time
Monitor (RTM) software will be upgraded to accommodate
new destination codes, spacecraft identifiers, standards and
limits tables and test cammand tables for the interim and
final configurations. The NOCC Support Subsystem will be
expanded to provide capability for Command System per-
formance fecords and analysis and additional capacity for
test command tables.

to
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Fig. 2. End-to-end command data flow—typical storage times
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Fig. 3. DSCC Command Subsystem modes
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This article describes the DSN VLBI System Mark IV-86, Wide Channel Bandwidth
{Block 11). It covers the system requirements, description and implementation plans.
Narrow Channel Bandwidth VLBI (Block 1) was described in prev s articles (Refs. 1,2).

i. Introduction

The DSN Very Long Baseline Interferometry (VLBI)
System Mark 1V-86 will be implemented to provide the radio
source catalog and baselines maintenance for Galileo delta
differential one-way range (de!ta DOR). The primary stations
to be used for radio source catalog maintenance are the 34-m
deep space listen-only stations that are planned for Goldstone,
California, and Canberra, Australia. However, the 64-m deep
space stations at each complex can also be used for Wide Chan-
nel Bandwidthk (WCB) VLBI.

The Galileo precision requirement for radio source cata-
log is 25 nanoradians (15 ¢cm), and 30 cm for baseline deter-
mination.

Il. System Description
A. Definition

Tre Deep Space Communications Complex (DSCC) VLBI
System is the assemblage of various subsystems at a specific
complex which form an instrument for receiving and obtain-
ing necessary VLBI data in conjunction with at least one other
complex and, together with elements involved with the moni-
toring and control and data processing functions, comprise
the DSN VLBI System.
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B. Description

Functionally, the DSN VLBI System (Fig. 1) comprises the
DSCCs, which individually receive the RF signal and down-
convert segment bandwidths of the RF spectrum to videoband
frequencies, which are then digitized and formatted by digital
equipment. The digital data is then recorded on wideband
recorders and shipped to the JPL/Caltech Correlator Facility
for processing. Many of the functional blocks in Fig. 1 are
common to both the Wide Channel Bandwidth (Block II) and
the Narrow Channel Bandwidth (Block I) versions of the VLBI
System. (See Refs. 1 and 2 for Block ! description.)

The Antenna Subsystem is pointed to the appropriate signal
source at the proper time by the Antenna Pointing Subsystem,
which obtains pcinting information (predicts) from the Nat-
work Data Processing Arca (NDPA) of the Network Opera-
tions Cenirol Center (NOCC) via the DSS Monitor ard Control
Subsystem (DNC) and the Ground Communications Facility
(GCF).

The Antenra Microwave Subsystem (UWV) receives the
signal flux gathered by the antenna. Afier amp!lification by
the FET or TWM, the signal is sent to the Receiver-Excit ;
Subsystem, which heterodynes this signal to an intermediate
frequency (IF).



The WCB system <onfiguration will have 14 channels of
7 pairs (expandable to 28 of 14 pairs) of adjacent lower and
upper sideband spectra sel>-*able from 0.25- to 2.0-MHz band-
widths. These paired ci.annels may be allocated as desired
between S- and X-band .requencies, and each channel may be
individually set to any place within the bandwidth, limited
only by the front end amplifier and RF-IF downconverter.
These frequencics are further downconvert: from IF to video
for the final acquisition and recording processes.

The Frequency and Timing Subsy stem (FTS) provides the
station local clock, using a very stable hydrogen maser as the
primary standard. Reference frequencies and timing signals
are derived from the clock for distribution to other subsys-
tems. Similarly, a reference signal from the coherent refer-
ence generator (CRG), which distributes the reference sig-
nals, will drive phase calibration generators (PCG) as part of
the Frequency and Timing Subsystem (FTS) via a coaxial-
cable, phase-stabilization assembly which effectively trans-
lates the station’s clock frequency stability to the comb gener-
ators in the PCG. The comb generator provides comblike,
phase-stable, line spectra S- and X-band microwave frequen-
cies, which are injected into the respective Microwave Sub-
systems prior to the input circuitry of the FETs or TWMs.

These phasestable reference signals are amplified by the
receiver and are down-converted simultaneously with the
received signals. These reference signals will be used to cali-
brate out phase variations (which occur within the receiver,
down converter, and digital subsysterrs) during the cross-
correlation and data processing procedure. Since the comb
signal encounters the received s._nal for the first time at the
injection point, this point is established as the instrument’s
RF reference } .nt for the DSCC VLBI System. This is the
point at which the cross-correlation and postcorrelation esti-
mation calcu'ations refer the resultant Earth parameters,
station location and clock offset and rate information relative
to the other instruments.

The reference is used to relate other station references such
as the station’s location reference point (intersection of
antenna axes or equivalent) and the Epoch reference point at
the FTS CRG output located within the control room. The
cab. stabilizer effectively translates these points with a known
tirie delay for interstation clock synchronization purposes.
The clock Epoch reference point in turn will function as the
reference for ail subsystems and assemblies within thc respec-
tive staticns.

The data acquisition and recording subassembly records
the data at rates up tc 112 Mbits/sec. The tapes generated are
shipped to the JT' L/Caltech correlation facility for processing.

The sample of data from each radio source is transmitted
via GCF wideband data line to the NOCC VLBI Processor
Subsystem (VPS) for validation of fringes from the baseline
pair of stations. The results are displayed to the Network
Operations Control Team, and alko transmitted to the sta-
tions for display.

The Deep Space Communicutions Complzx (DSCC) Moni-
tor and Control Subsystem (DMC) sends control and config-
uration information to the DSCC VLBI Subsystem (DVS)
from data received from NOCC via the GCF. It al:o collects
various calibration and configiration data which is provided
to the DVS for recording with the VLB! data and ia the GCF
for monitoring.

At NOCC (Fig. 1), the NDPA use ata {r real-tine
monitoring-display functions in the +utk Operations
Control Area (NOCA). The NOCA provides the control infor-
mation to the DSCC, via the GCF, to the DMC.

The JPL/Caltech VLBI Processor receives tapes and per-
forms the cross-correlation oi' the data from tne observing
stations and, with further postcorrelation and estimation
processing, radio source catalog data and baseline data are
generated.

ill. implementation
A. General

Implementation of Wide Channel Bandwidth (WCB) VLBI
will provide a c.pability to mantain the radio source catalog
and baseline distances. The WCB VLBI supplements the Nar-
row Channel Bandwidth (NCB) VLBI. The NCB VLBI is used
for direct navigation support in determining relative clock and
clock rate offsets, Universal Time 1 (UTI), polar motion (PM)
and delta differenced one-way raige (delta DOR).

A simplified block diagram of WCB VLBI is shown in
Fig. 1. The WCB VLBI will be inplemented on a 34-m listen-
only antenna subnet. Effe:tive tandwidth will be 400 MHz at
X-band and 100 MHz at S-band. Sampling rates and recording
will be at 14 Mbits/sec to . 12 Mpits/sec. Tapes will be shipped
to the JPL/Caltech correlator for processing.

B. Functional Performance Requirements

Parameter X-band S-band

Systemn temperature 60K 50K

Bandwidth 400 MHz 100 MHz
Frequency range 8200-8600 MHz  2200-2300 MHz
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Parameter X-band S-band
No. of channels 14 (expandable to 28)
Channel bandwidth 2 M!..

No. of tones/channel 3 (minimum)

No. of sampling rate  14-112 Mbits/sec

C. Modifications for WCB VLBI

Modifications to a standard 34-m listen-only Front-End
Area (FEA) 2nd Signal Processing Center (SPC) to pruvide
WCB VLBI are given below.

1. Micvowave. Wideband field effect transistors (FET) at
both S- and X-band freauc.cies will te added with a band-
width of 100 ar ~ 400 MHz, respectively. System tempera-
ture will be less than 50 K at S-band and 60 K at X-band.
The frequency range will be at least 100 MHz at S-band from
2200-2300 MHz and 406 MHz at X-band from 8200-
8600 MHz.

An incertion port for both S-band and X-band will be sup-
plied as far forward in the microwave as possible in order to
insert calibration tones for VLBI system calibration.

2. Receiver. An FF-to-IF conversion assembly will be
added fcr both S- and X-band. The S-band will have a band-
width > 100 MHz and range of 2200-2300 MHz. The X-band
will have a bandwidth =400 MHz and a range of 8200-
2600 MH/.

3. Phase calibration generators (PCG). A PCG assembly
will be added that will transter the stability of the hydrogen
maser frequency standard to the antem ..icrowave (UWV).
At the UWV a coherent comb generator subassembly generates
a comb of frequencies across the frequency range. This comb

frequency divisor 1s selected so that at least thice tones are n
v.ae 2-MHz VLBI channel.

4. WCB VLBl Data Acquisition Assembly. The Data
A:quisiion Assembly is located i the SPC and provides the
following functions:

(1} Selects the IF signal.

(2) Sclects frequency synthesis channels.

(2) Provides IF-video cenversion.

(4) Prowides image rejection and low pass filtering.

(5) Provides data sampling, formatting and recording.

(6) Pruvides selectuive data transmussion via WBDL for
validation,
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Initialty the Data Acquisition Assembly will provide 14
channels of 7 pairs of adjacent upper aud lower sideband
spectra, selectable from 0.25 to 2.0 MHz. The number of chan-
nels will be expandable to 28 channeis of 14 pairs.

Data sampling and recording will be at 14 to 112 Mbics/sec.
The format for .ecordv g will be compatible with the Mark 111
Haysiack Qbservatory. Data transfer w.ll be magnetic tapes
shipped to the JPL/CIT correls¢or facility.

$. Water Vapor Radiome:2. “'Vk The WYR measur ;
water vapor content along the line of sight in order to calibrate
the VLD d»ta for this error source. The Advanced-Systenis
WVR riodels will be upgraded and integrated into the DSCC
technical facilities. Data will t> relayed from the technical
facilities subsystem to the DSCC VLBI subsystem for incorpo-
ration into the VLBI data stream. These data will be used by
the Block II correlator to calibrate VLBI observables for water
vapor content along the line of sight.

The WVR measures the brightness temperature at two
frequencies — 20.7 and 31.4 GHz. These brightness tempera-
tures are used to determine the water vapor conteut along the
line of sight. The WVR is slued witn the main antenna; and
periodic calibration is done by dipping in elevation at each 90°
in azimath.

6. Block 11 correlator. The Biczk 11 VLBi correlator is a
joini JPL/Caitech implementaticn with the correlator located
at the Caltech campus.

The Block II correlator will be implemented for the corre-
lation and postcorrelation for 3 stations simultanscusly
(expandable to 7 stations). Data correlation will be to the
rate of data acquisition. Data input will be VLBI data tapes.

In order to calibrate the VLBI data, known tone .ignais
of constant fraquency are injecied in the microwave subsystem
during a VLBI observation. During correlation, the correlator
assembly will generate (with 2 local model) this same fre-
yuency and (by comparisnn .o the injected constant fre-
quency) measure phase change due to phase instabilities in
the microwave and receiver subsysterns.

Given a set of parameters, the software model calibrates the
phase to within 1073 cycle »f funge. Also, a record of the cal-
culations along with their results are kept with a prezision of
1075 cycle of fringe. Output 1s availabl: in both delay and fre-
quency Jomain.

The softwae model constantly updates its computar..n of
the required geometric time delay lag due to the Earth’s rota-
tion. kight instantaneous lags (four preceding and fcur follow-



ing the nominal geometric delay) will be provided to deter-
mine the actual geometric delay. The maximum equivalent
error of the VLBI Block 1I processor tracking the model delay
(the error in keeping constant the pomni of maxinmum corre-
lation) will be 0.01 lag.

The JPL/Caltech VPS will be able also to process data col-
lected and recorded by Goddard Space Flight Center (GSFC)/
Haystack Observatory Mark 11! VLBI System.

Postcorrelation functional requirements are as follows:

(1) Compute natural radio source and tone phase.

(2) Calibrate natural radio source phase for station instru-
ment error.

(3) Compute calibrated natural radio source delay.

(4) Resolve cycle ambiguities.

(5) Calibrate for transmission media effects.

{6) Solve for natural radio source locations and baseline.
(7) Update radio source catalog and baselines.
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Deep Space Payload Launches via the
Space Transportation System

A_ L. Berman and W. E. Larkin
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Beginning with tne Galileo spacecra’s launch in 1985, deep space pavioads will be
launched via the Space Shuttle. This change from the previous use of expendable launch
vehicies will introduce large changes in procedures and data flow configurations for both
the flight project and the Leep Space Network during the launch period. This article
describes a typical Galileo launch period sequence of events and telemetry a-d command

daia flow configurations.

I. Introduction

Starting with the launch of the Galileo space: :aft. now
scheduled for 1985, Jdeep space payloads will be launched
via the Space Shuttle vehicle of the Space Transportation
System (STS). in sharp contrast to all previous launches of
deep space payloads via expendable launch vehicles. This
very significant change in method of launch will result in
large procedural changes for both flight projects and the
Deep Space Network (DSN). in its capacity as lead suppori
network for all deep space missions. In a previous article
(Ref. 1), the Space Shuttle impact on the DSN initial acqui-
sition was described: in this article, procedural differences
for the flight project and DSN during the pre and postlaunch
penods are examined. In particular, major subphases of the
pre and postlaunch period are identified. and telemetry and
command data flow configurations are presented for each
subphase The Galileo mission is used to exemplify a typical
launch period sequence of events and data flow configurations.

Major differences for the flight project and DSN in the
upcoming “pace Shuttle era are the larger number of sub-
phases in the launch period (e.g.. Shuttle on-orbit phase of
several hours. for which there was n. similar phase in the
expendables era) and direct launch involvement of additional
NASA centers (e.g., johnson Space Center) and non-NASA
facilities (e.g., Air Force Satellite Coatrol Facility).

Section Il describes the nominal Galileo sequence of
events during the launch period, Section 11 identifies major
launch period subphases. while Section IV identifies the tele-
mety and command data flow configurations for each of the
launch period sub;hases.

il. The Nominal Galileo Sequence of Events

As previcusly mentioned, the Galileo spacecraft is currently
scheduled for a 1985 launch. The overall iaunch period begins

1



with the transporting of the spacecraft to the Kennedv Space
Center (KSC), extends througs. liftoff, and terminates with a
successful DSN initial acquisition. Typical prelaunch (prior to
liftoff) and postlaunch (following liftoff) Galileo sequences of
events ar: described in detail below.

A. Nominal Gailieo Prelasunch Sequence of Events

The Galileo spacecraft is transporte:d frem the Jet Propul-
sion Laboratory (JPL) to the Kennedy Space Center (KSC)
by a Unitad Statcs Air Force C-5A aircraft. After being un-
packed in the Spaceuiaft Assembly and Encapsulation Facility
(SAEF), the ipac crafl is inspected to determine if any dam-
age was 1 .aned during transit. Baseline tests, including the
use of L- 11¢ X-band radio frequency (RF) subsystems, are
evabiated. At the conclusion of these tests, Radiowsotope
Thermocle :tric Generators (RTGs) are installed on the space-
craft and tests are rerun using the RTGs as the source of elec-
trical power. When these tests are completed. all power is
removed from the spacecraft (o0 ensure that the installation
of pyrotechnic devices and the loading of consususbles in
the propulsion system will be carried out in a safe environ-
ment. At the conclusion of the propulsion loading and pyro-
technics installation. the spacecraft will again be activated for
further testing and will be pregared for transfer to the Vertical
Processing Facility (VPF). At the VPF the spacecraft will be
mated to the Spacecraft Injection Module and the two Inertial
Upper Stage (IUS) stage,. End-toend tests via the Memitt
Island Launch Area DSN Facility (MIL 71). IUS, and Space
Shuttle communications rouates will be performed. A series of
operational tests will also be coniducted. Upon satisfactory
completion of these tests. the spacecraft will be placed into
the storage mode to await shipment to the launch pad. About
ten days before launch. the spacecraft will be removed from
storage and transported to the launch pad. preceding the
Shuttle arrival by two days. After cargu preparation proce-
dures are completed the spacecraft will be installed in the
Shuttle Orbiter Bay. The RTGs are then reinstalled in the
spacecraft. Final end-to-end communications tests using MIL
71 (hardline only) and Space Transportation System (STS)
Tracking Data Relay Satellite (TDRS) communications links
will be conduc:ed. These tosts should iast about four days. At
their conclusion the launch countdown will commence.

Figure 1 presents the nonunal Galleo prelaunch sequence
of events for an carly May 1985 launch.

B. Nominal Galileo Postlaunch Seq..ence of Events

About one hour atter hftotf. the project will commence
checking out the condition of the spacecratt te see if the
vibration and acceleration forces encountered dunng the
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powered portion of the Shuttle flight have affected the ob-
served prelaunch condition of the spacecraft. The telemetry
checkout will be via the STS-TDRS communication “nt If
required, updated commands may be sent to the spacecraft
via this same communications link. A decision to continue
with the planned flight to Jupiter must be made by L plus
1.5 hours.

If 2 “go™ decision is made, a Spacecraft-Shuttle separation
should occur during the sixth Shuttle orbit, about .3 he
after launch. During the more favorable periods of the launch
window, the separatice could be delayed until the seventh or
eighth ortit without jeupurdzmy the objectiv .~ e mission.
After separation, an IJS S-hand link can be used to route data
between the spacecraft and the shuttle. The maximum useful
range of this link is 20 kilometers. At longer ranges it will
require the TUS communications network to provide IUS per-
formance and Galileo telemetry data.

About 45 minutes after separation. the US first-stage
engine will bumn until the propellant is exhausted; dvring the
engme burn the Galileo transmitter will be turned on. Separa-
tion of the first stage will occur about 10 seconds after fuel
depletion. Thirty-five seconds later the IUS second stage will
commence a on¢ minute and 40-second burn. Fifty seconds
after burnout. the second stage will sep -ate. The spacecraft
transponder will now be the only means of exchanging data
between the flight project and the spacecraft. Fifteen seconds
later the injection module engine will start. and shortly after
engine start the spacecraft boom will be deployed. After an
85-second bumn. the engine will stop for approximately 10
seconds. and then restart for a 50-second burn. During this
second burn. the spacecraft will be rotated to achieve spin
stability. After fuel depletion. the injection module will sep-
arate from the spacecraft. The injection module will then per-
form a maneuver to avoid the same trajectory path as the
Galileo spacecraft.

Figure 2 presents the nominal Galileo postlaunch sequence
of events.

ll. Major Launch Subphases During a
Shuttie Deep Space Payload Launch

The overall launch period of a deep space payload launch is
converzently subdivided into three major categories, as follows:

(1) Prelaunch phase.
(1) Shuttle attached phase.

(3) Shuttle detached phase.

These are descnbed as follows



A. Prelaunch Phase

This phase starts with spacocraft assembly in the Spacecraft
Assembly and Encapsulation Facility, snd includes that time
the spacecraft spends in test at the Vertical Processing Facility,
and finally the move to the lsunch pad. This phase terminates
with liftoff from the ped. Subphases during the prelaunch
period are identified as:

(1) Spececraft Assembly and Encapsulation Facility.

(2) Vertical Processing Facility.
(3) Launch pad.

8. Shuttie Attached Phase

This phase starts at the moment of liftoff, and proceeds
through the Shuttle ascent and the Shuttle on-orbit opera-
tions. This phase is terminated when the 1US-spacecraft is
placed outside the Shuttle Orbiter. Subphases dunng the
shuttle attached phase are identified as:

(1) Shuttle ascent.
2) Shuttle on-orbit.

C. Shuttie Detached Phase

This phase starts when the 1US-spacecraft is placed outside
the Shuttle vehicle, and proceeds through the 1US burn sad
spacecraft injection module bum. This phase terminates with
a successful DSN initial acquisition. Subphases during the
Shuttle detached phase are identified as:

(1) IUS bum.
(2) Spacecraft injection module burn.

V. Galileo Telemetry and Command Data
Flow Configurations During the Launch
Period

There are 4 major telemetry and 2 major command data
flow configurations during the launch period, and these
are detailed as follows:

A. Galileo Spacecraft—DSN

This path exists for both telemetry and ~~nmand daia. The
link between the spacecraft and the Merritt Island Launch
Area (MILA) DSN facility (MIL 71) is both radio frequency
(RF) and hardline. Communications from MIL 71 to the JPL

Mussion Coatrol and Computing Center (MOCC) is via the JPL
Ground Communications Facility (GCF).

8. Gallleo Spacecraft—TORES

This path is for telemetry data only. The link between the
spacecraft and the MILA Ground Spacecraft Tracking asd
Data Network (GSTDN) station is RF. From the GSTDN
station an RF uplink is established to the Tracking and Data
Relay Satellite (TDRS). Alternately, an RF link can be estab-
lished directly from the spacecraft to TDRS. From TDRS,
an RF downlink is established to the White Sands Ground
Station (WSGS). From there, the data is tramamitted via
domestic satellite (DOMSAT) to the Goddard Space Flight
Ceater (GSFC) NASA Commumications (NASCOM) switching
center, and thence through DOMSAT to JPL MCCC.

C. Gailleo Spacecrait—US

This path is for telemetry data only. Galileo telemetry is
embedded in JUS telemetry. An RF link is established from
the IUS to the Air Force Space Ground Link System (SGLS).
The Galileo/IUS data is transmitted to the Air Force Satellite
Control Facility (AFSCF), where Galileo telemetry is stripped
oui and transmitted via GSFC NASCOM switching to JPL
MCCC.

D. Galileo Spacecraft—Shuttle

This path is for both telemetry and command. For tele-
metry, the link can be direct from the Galileo spacecraft to
the Shuttle Orbiter, or embedded in IUS telemetry data to
the Shuttle Orbiter. From Shuttle the link is RF to TDRS
to WSGS. From WSGS, the data is transmitted via GSFC
NASCOM to Johnson Space Center (JSC) Mission Contrel
Center (MCC). From JSC MCC, Galileo telemetry is stripped
out and trausmitted via GSFC NASCOM to JPL MCCC.
Alternately, 1US/Galileo telemetry is transmitted via GSFC
NASCOM to AFSCF, where Galileo telemetry is stripped
out and provided through GSFC NASCOM to JPL MCCC.

For command, the link begins with the 1US Control Center,
in conjunction with voice communication from JPL MCCC.
From the IUS Control Center, the link is to WSGS through
GSFC NASCOM, and then RF to TDRS to the Shuttle Orbiter.
From the Orbiter, the link is either hardline or RF (IUS-
Shuttle Orbiter distance <20 km) to IUS, an< finally, to the
Galiteo spacecraft. For this mode, only a series of eight com-
mands (“‘discrete commands™) is possible.

Figures 3 through 12 illustrate the above data flow paths
for the various launch subphases.
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A Structure Function Representation Theorem With
Applications to Frequency Stability Estimation

C. A. Greenhall
Communications Systems Research Section

Random processes with stationary nth d.fferences serve as models for oscillator phase
noise. The theorem proved here allows one to obiain the structure function {covariances
of the nth differences) of such a process in terms of the differences of a single function of
one time variohle. In turn, this function can easily be obtained from the spectral density
of the process. The theorem is used for computing the variance of two estimators of

frequency stability.

I. Introduction

Let the output of a precision oscillator be modelled by cos
{2avg [t + x(2)] }, where x(f) is a random process representing
the “phase time” noise. The most widelv used time-domamn
measure of oscillator stability is the Allan variance, defined by
the ensemble average

2
ai(r) = T:"z E[aixs)] . (1

-

provided that the expectation exists and is independent of the
times. Here, A? i, the backward 2nd difference operator,
given by

AXf(t) = fi)- 2A(t- 1)+ f(2 - 27).

The theorem given here arose from. the desire 1o compute
the performance of estimators of o} (7). Suppose that x(¢)1s
givenon aninterval 0 K r < T. Fix r € /2, and set

]
Sy Alx(r).

A class of unbiased estimators of a}(r) is given by
T
V= f E(yw(r)ar, @
27

where w(t) is a weighting function (or measure) whose total
weight on [27, 7] is 1. Two members of this class are treated
in Section IV.

Assume further that ¥(¢) is a stationary Gaussian process
with zero mean and autocovariance function Rt(t). Then £2(r)
is a stationary process with mean a}(-r) and autocovariance
function ?_R:(t). It follows that

EV = EE¥(1) = aX(7),

T pT
VarV = f f 2R§(s - t)w(s)w(t)dsdt . (3)
2r 2r
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Evidently, to compute Var V, we need to obtain Ry(2)
from the model for x(¢). Let us suppose, temporarily, that x(¢)
is stationary, with autocovariance function

R (t) = Cov [x(s +1),x(s)],

not depending on s. A straightforward computation yields
E A}x(s)=0, and

EAlx(s +1)AYx(s) = 83R (1), O

where 53 = A242_, the central 4th difference operator, also
given by

820) = fle- 21)- 4f(1- 1)+ 6f(t) - 4f(e + 1) + flt + 27).

The left side of (4) is called the 2nd structure function of x(t)
(Refs. 1, 2). Letting ¢ = 0 in (4), we have

o) = —r'; BR(0)- 4R (+R(2D), (5

as pointed out by Bames (Ref. 3). Consequently, since IR ()i
SR (0)=Varx,

8 Var x
2
oA(r) < 2 .

a2() ~3"—T“2’i (r =), 0]

provided R («) = 0 (¢ > ).

This is for stationary x(¢). On the other hand, for actual
oscillators a behavior like (6) is observed only for snall 1,
below 1 s for quartz crystal oscillators and 100 s for hydrogen
masers. As 7 increases, the measured o,(7) decreases to a
minimum, then stays constant or increases. Of course, since
our measurement times are finite, this observation does not
“prove” that x(¢) is nonstationary. A stationary process with a
huge vanance and a tiny bandwidth would explain what we
see, for we would be looking onlv at a small piece of the
process. If 7 were to increase beyond the scale of our observa-
tions, then o,(7) would ultimately behave like (6) again.
However, if we want to describe the behawvior of x(r) on
realistic ime intervals, a nonobservable low-frequency cutoff
only gets in the way. and eventually has to be driven to zero.
It 1s mathematically easier to use a nonstationary model from
the very start.

38

For modelling oscillator phase noise, it is usually sufficient
to let x(¢) belong to the class of processes whose 2nd ditier-
ences A2x(¢) are stationary. Thi~ class includes the stationary
processes and those with stationary 1st differences. Such a
process has a twosided “formal™ spectral demsity S,(w),
which can have a singularity at « =0 that is strong enough to

make
1
f S (w)dw = .
-1
Nevertheless, we always have
f S, (w)dw <o Q)
- 1+ w?

for this class of processes. An example is the power-law
spectrum

where 1 <8< 5.

A rigorous theory of these processes exists (Ref. 1); basi-
cally, it shows that one can plunge ahead with the formatism
from stationary processes as long as the integrals converge. For
example, the transfer function of the operator A} is
(1 - e-iwt)?_ Therefore,

> a
EAXx(1+5)Alx(s) = f e |1 - e7wT|

L)

dw , 2.4
Sx(w)—z; +cir.

The extra 1erm c21* comes from a frequency drift component
cr?/2 in xz). Letting 7 = 0, we obtain the Allan variance (1).
By this method, the theoretical Allan variance has been evalu-
ated and tabulated (Ref. 4) for 5, (w) = K/lwl¥, k an integer,
0<k <4. (For k €1, a high-frequency cutoff is provided.)
Allowing 7 1o be nonzero appears to make (8) more difficult to
evaluate. Yet, for our estimation problem, we do need the full
covariance functon of the process Afx(t). One longs for the
simplicity of (4), with R (¢) given by the simpl. Fourier
integral

R (1) =f e“"'S_,(w)g—‘:_ ©



This integral does not exist, however, unless x(¢) is stationary
(or equal to a quadratic polynomial plus a stationary process).

The theorem to be proved here gives an easily computable

replacement for R, (f), valid for all processes with stationary
nt differences. Equation (4) is replaced by

EAMX(s+ NAlx(s) = 57 2Re C(D) +c21%,  (10)

where the (nonunique) function C'(f) can be computed by two
different methods. Here is the second method: Choose an
integer k such that w*S_ (w) is integrable near w = 0. Then let

c@ =t f " ehr(ih S@32  an
0

in the upper half-plane Im z > 0. The operator /¥ instructs the
user to integrate k times with respect to z. One may then allow
Z to be real.

Formally, all w: are doing is differentiating (9) k times and
integrating k times. If one does this correctly, one easily gets
valid results for all the power-law oscillator noise models.
Although Lindsev and Chie (Ref. 2) give a number of formulas
that generalize (5), they have to assume that either the phase
x(f) or the frequency dx/dt is stationary. For flicker FM or
random walk FM noise, these assumptions are false. Lindsey
and Chie do hint at the need for distribution theory in this
situation. Although our method has obvious connections to
the analytic representation of distribuiions (Ref. 5), we use
only the elementary theory of real and analytic functions to
arrive at the main result.

To illustrate the theorem, let us consider tne noise called
random walk frequency modulation, defined by S (w)=
K/w*. For this noise, 0(7) is proporuonal to 7 (as we shall
soon see); this kind of Allan variance behavior has beea ob-
served in hydrogen maser frequency standards for 7> 10%s
(Ref. 6). Taking £ = 4 in (11), we have

.
C) = I mz

_Kiz’Inz

376 (Imz>0),

in which In z is to be analytic in !mz>0. The function
(23 In 2)/6 is just a particular solution to the equation /() =
1/z. Taking Inz = In [z] +/ Argz in the upper half-plane. we
get

0 >0)
2Re C(1) = (12)

K
'?ts (t<0) .

This function is nothing like the autocovariance function of a
stationary process, yet applying the operator 54 to it gives the
result

EXs+ 0 §6) = == 52(2Re (1)
272

@2-n%-41-r® (O<r<))

=

T

= . (2-’)3 (l<'<2)

1

~

0 r>2)

(13)

(where r = |tlf7), which is a perfectly good autocovariance func-
tion. In particular,

20 = e = &L

The result (13) can also be derived by expressing §(¢) as the
output of a filter acting on white noise. The method given here
is easier and applies to more general difference operators.
Moreover, as Section III shows, all of the power-law spectral
models become equally simple. Previously, the odd powers
(the “flicker” models) were more difficult to handle than the
even powers.

Il. The Representation Theorem

A mean-continuous random process x(¢) is said to have
stationary n” differences if, for cach real r, the process
APx(?) is stationary (in the wide sense). For such a prucess,
define the dc coefficient c by

T
¢ = lim % f A" x(r)dr
Tesoo 1]

(in mean square).
For applications, we shall assumc that the nth difference

of x(?) are ergodic, so that ¢ is nonrandom. It can then be
shown that

e = EA™(). (14)

»
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The process xq(f) = x(f) - ct"/n! equals a polynomial of
degree <n plus a mean-zero process. Associated with xo(f) is a
(two-sided) nonnegative formal spectral density S, (w), from
which all the covariances of the nt® differences of x(z) can be
obtained. If x(r) is real, then S, (~w) = 5, (w).

In connection with these processes, it is convenient to
inircduce a general real difference operator L that, when
appliea to a function f{(¢), gives the result

L)) = ) aft+r) (15)

(a finite sum), where the a,, are real. Its transfer function is the
trigonometric polynomial

fwt,

Liw) = Y ae”™ .
14
For example,

= LMy ae-m,
=0

AN(iw) = (1 -e

)

A difference operator L is said tu have order n if its transfer
function satisfies

L2 = e, =

v

0 0<j<nm) ,

L) = Y a2 #0
v

Such an operator annihilates all polynomials of degree <n, and
reduces the degree of other polynomials by 7, as shown by the
computation

Y oy =Y o 3yl
v v =0

(16)
2 (L2
1=n

Lem

2 (MLP @ =
i=0

(Recall that () = 0 for j > m.) In particular, Lt" = L(0). If

40

L and M have orders ! and m, and A = LM, then A has order
I+ m, and

ATm ) LD 0) M™ (0)

G+ m) ] ml a”n

If L is given by (15), then the operator L (of the same order)
is defined by

L @) = Y af@t-t).

As we mentioned, an example of order n is L = A7, for
which L(")(0) = n!7". Apoth.r example, for n=2, is the
mixed difference operator A A, which was used for estimat-
ing the relative drift rate of a pair of frequency standards
(Ref. 7).

We are now set up to give the main result.

Theorem. Let x(f) be a real process with stationary nth
differences, nonrandom dc¢ coefficient ¢, and spectral density
S, (w). Let L and M be real difference operators of order n,
and let A be the difference operator LM of order 2n. Then,
the mixed second moments of the processes Lx(z) and Mx(f)
can be put into the form

en

£ Lx(s +1) Mx(s) = [(- Y Gt

+2Re C(t)]

(18)

where the (nonunique) function ((2) is analytic in Im z >0,
continuous in Im z 2 0, and can be obtained by either of the
following recipes:

Recipe 1. Choose an integer k between 0 and 2n such that

j Wk S (@) dw <o
0

Let C(2) = Cy(2), where

o |k
C°(z)=.[, [e, T+ z.,Z

w j=0

(iwzj} s, (w)

(Imz >0). (19)

If k = 0, then omit the sum.
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Recipe 2. Choose k as in Recipe 1. Define

B(2) = f e'w* (iw) sx(m)%ﬂ2 Amz>0). (20)
0

Let C(z) be any kth integral of B(z) on Im z > O (in other
words, any function such that C(¥)(z) = B(z)). Extend C(2) to
the real line by continuity. (This is always possible.)

Remark. The first term in the brackets in (18), when .cted
upon by A, becomes

(n) n)
¢? "—ﬁQEﬁQ = £ [LxO E ()] . (2D)

Corollary. Let x(t) have stationary nth differences. The
structure function

D(t.7) = EA7x(s + 1) A7x(s)

of the process x(f) can be obtained from a function of one
variable, namely 2 Re C(?), by

D(t:1) = A"+ (-1 83"QRe C(1). (22

where

82" = (83)" = (-a,4_)",

T =T
the central difference operator of order 2n.

These results show that 2 Re C(f) contains the same infor-
mation as S, (w) about the process x(r). We can regard 2 Re
CU1) as an analog of the covariance function of a stationary
process.

IN. Examples forn =2

Oscillator phase noise is often modelled by a linear com-
bination of independent power-law noises with spectra

where F(w/w,) 1s an integiable low-pass power response func-
tion whose one-sided noise bandwidth is w,,/(2m). Examples

are the sharp cutoff (1 for lwl < w,, O elsewhere) and the
exponential cutoff exp(-lwl/cs, ). The above noises are called
random walk FM, flicker FM, white FM, flicker PM, and white
PM. (The term “white™ will be used even if F is not exactly
flat near zero frequency.)

The introduction has shown how to apply the representa-
tion theorem to random walk FM; let us proceed to the
calculation of 2 Re C(f) for the other noises. In order to
express the results in the established notation of the frequency
and timing L.erature (Ref. 4), we use the form

2020

S (w) = Kalwl"'2 K, = (23)

where a high-frequency cutoff F(w/w,) is also applied when
a2 | (PM noises).

First, let a =0, -1, or -2 (white, flicker, or randum walk
FM). Using Recipe 2 of the theorem with k = 2 - a, we have

oo d Kl*+l
B(z) =1<uf e"“*.*z—:’= S— (mz>0).
(1]
(29

Since a kth integral of 1/z is (z*™! In 2)/(k - 1)!, we get

I(ai"H k-1

€@ =&

Inz (Jmz=20), (25)

in which the branch of In z must be analytic in the upper
half-plane. We shall let In ¢ be real for £ > 0. Let us examine
the three cases separately.

White FM: a=0,k=2.

K,
C(2) = 31 2 Inz,

Kyt fine (t>0)
c(r) = == -

M 4w (:<0),

;o t=>0)

2Re C(1) = (26)

N'o}

l: (t<0).

4
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Flicker FM: aa=-1,k =3.

C@) = i—'- 22 Inz
An ’

h
2Re C(F) = ?‘ 2 Inil. @n
Random walk FM. a=-2,k =4.
K_,i 23
C(2) —'—2'; —6—lnz,
kzﬁ 0 (t=0)
2Re C()) = —1— - (28)
- -3 (1<0).

In a sense, the flicker cas® is easier than the others because
we don’t have to keep track ol the imaginary part of In z.

For handling the PM noises, the exponential cutoff is easier
1o use than the sharp cutoff, and 1nay even be more realistic.
Let S, (w) = K_lwl*"2 exp(- lwi/w,), where a =1 or 2. Again
letting k = 2 - &, we get

K I-k’l i
1) = — . 29
B(2) o T, (29)
Flicker PM: a=1,k=1.
€)= -— In(z+ilw,),

Tl

hl
2ReC(1) = - — In(r? +1/w}). (30)

8r?

For the sharp high-frequency cutoff, 2 Re C(¢) tumns out to be
2 cosine integral.

White PM. a=2 k=0.

L% ]

C(iz) = B(2) = i ‘:—;—'m .

42

hyw,

2ReC(¥) = T a3’
877 (1 twy )

E2))

which is just R_(r), because now x(7) is stationary.

Fractional noises. 1t is well known (Ref. 4) that * the
spectrum satisfies a power law S, (w) =K c.Iml""z, where -3
< @< 1, then the Allan variance satifies another power law
03 (r) = const + ¥, where u = -1 -a. When Allan variance
measurements are made, fractional values of u sometimes
appear over a certain range of 7. Thus, we ought to show how
to use the representation theorem for fractional values of a in
the range -3 < a < 1. We shall do this for 0 <« <1, leaving
the other cases as an exercise for the reader. Take & = 1. Then

Kji =
B@) = —- f v W dw
[1]

_Kid re

2n (_iz)a '

K, I'(a)
C@) = ifB(Z)d(-iZ) =% (-9) iz)' ™,

where the power functions are analytic in the right half-plane
and positive on the positive real axis. Then

h, Na) sin (;— mx)

UII-Q ,
@' (1 -a)

2ReC(1) = -

(32)

As a ~ 0, this expression tends to ~hyltl/4, which is indeed a
valid representative of 2 Re C(¢) fora = 0.

IV. The Variance of Two Allan
Variance Estimators

Let us return to the estimation problem mentioned in the
introduction. Recall that phase time x(r) is given for 0 € ¢
< I'. Therefore, k1) = Afx(r)/'(r\/i) is available for 27 <«
<T. Set m= T/r. Two unbiased estimators of the Allan
variance (1) are

I = 2y
V, = — ’2; £ () (33)



{m an integer > 2), called the r-overlap estimator, and

G4

. l mT 2
Yo = 75y f2 r E@ar

(m real, >2), called the continuous estimator, which, although
it cannot be achieved in practice, represents a limiting case for
a sample time 7, much less than 7. The use of such an

[
estimator was suggested by Ho~ ¢. Allan, and Barnes (Ref. 8).

Although the r-overlap esiimzicm has been used for many
years, it is reasonable tn ask whether the continuous estimator
has a smaller variance. In other words, it' 7, <<, should we
average all the available samples £*(j7,)), or should we use only
the samples £2(j7)? Since the data collection time T may be
weeks or months, this question is more than academic.

The answer depends both on m and on the spectrum of the
phase noise. Assume that x(f) is a Gaussian process with
stationary 2nd differences and zero dc component c. If we
know S, (w), then we can compute C(z). By the corollary, the
autocovariance function of the mean-zero process ¥(¢) is

R = L 8% 2ReC(D). 35
21t 7

As we said in the introduction, the autocovariance function of
the stationary process £2(¢) is 2R2(¢). The means and variances
of V, and ¥, are now computed straightforwardly:

EV, EVy=R(0) =), (36)

Var Vr =

2 S ne1-iRZGn. G)

(m- ‘) J=-m+2

2 (T

Var vV, = — f (T, - Ht)R2 (1) dr, (38)
2 2 ¢
1t Jp,

where T = (m - 2)r. (Of course, we recognize that R (t) is an
even funcuon )

The computations have been carried out for white FM,
fhicker FM, and random walk FM (see Section II), all of whicl
have been observed in actual oscillators. The flicker FM results

were computed numerically; the others are in closed form,
which, however, we shall not give here. For white FM and
random walk FM, the r-overlap formulas agree with those of
Lesage and Audoin (Ref. 9); for flicker FM, the r-overlap
numbers agree with Yoshimura’s (Ref. 10).

The results are presented in terms of “degrees of freedom,’
defined for a positive estimator ¥ by

d.f. =M

VarV °

Given d.f., one sometimes uses the appropriate chi-squared
distribution for constructing confidence intervals about the
estimate (Ref. 8). Whether or not this is done, the d.f. remains
a useful figure of merit.

In Fig. 1, for the above ihre. noise types, we plot d.f./
(m-1) vs m for V, and Vo. For white FM, Vo is always better
than V.'. For flicker FM, V, is better than V, except for
m < 3. For random walk FM, V_ is better than ¥, for m < 18.
Of course, the smaller values of m are more critical, since d.f.
is roughly proportional tom - 1.

It may seem paradoxical for ¥, to be better than V), since
Vo uses all the available data. Both estimators are specia! cases
of (2), however; if one looks for the optimal (minimal vari-
ance) estimator o¢ the class (2) (for a given noise type), one
will probably find that the optimal weighting function w(?) is
noncoustant and almost everywhere nonzero. In other words,
one should use ail the data, but in a nonuniform wey.

V. Conciuding Summary

Oscillator stability is usually characterized by the behavior
of nth order differences of the phase. The theoreticai evalua-
tion, from :he phase noisz spectrum, of the variances and
covariances of these differences involves messy trigonometric
integrals, such as (9). The messiness is caused by a (2n)th order
difference operator tangled up inside the integral. Our repre-
sentation theorem breaks the integral evaluation into two easy
steps. (1) evaluation of a much simpler integral depending
only on the noise spectrum; (2) application of that same
difference operator to the result of step (1).

In effec., the evaluation of these integrals is uncoupled into
two independent operations. In Section 111, we tabulated only
the result of step (1) (the function called 2 Re C(¢)) for all the
usual power-law oscillator noise models. This short ‘“‘one-
dimensjonal™ table, plus another one-dimensional table of dif-
ference operators, can generate a two-dimensional table of
results as found, for example, in Ref. 4.



As an application, we examined two Allan variance esti-
mators Because the rcpresentation theorem delivers such
simple closed forms for the required autocovariance functions,
the computations were quickly executed by a simple BASIC

program. The theorem can ulso be uged for evaiuating the generality of the theorem is needed.

N
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performance of frequency drift estimators. In general, we get
an estimator of frequency drift rate (the dc coefficient c) by
operating upon oscillator phase with a second-order difference
ope-utios. L that need not be of form A2, Hen:, the ful
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Proof of the Representation Theorem

For convenience, let us first set down an elementary esti-
mate of the Taylor remainder for ef: i Re 2 < 0,4 2 1, then

2t

'k‘gfl &l

e i

(A1)

This can be obtained from the integral form of the remainder.

In analogy with the usual notation for mixed structare
functions D(t; 7, 7,) (Ref. 1), denote the left side of (18) by
D(¢t; L, M). Without loss of generaiity, we can assume that the
dc coefficient ¢ is zero. Begin with the spectral represeatation
of D(t; L, M) as given by Yaglom.:

D(:L, M) = f " L) M(-ic0) S () 5

N T
= ./:“ A S (w) 7=
= 2Re A) (A2)
where
- fy s dw
A(2) =f Aew? Sx(w)z—" (A3)
0

for z =t + iu (u > 0), and .\ operates on functions of r. The
name of the game is pulling A outside the integral. If you do
this brutally. the integral usually blows up.

Since the spectral density S, (w) always satisfies

= n
f L S (M < =
0 ! "(4)2"

(Ref. 1), the integer k specified in Recipe 1 exists. We can
alway i take k = 2n; it is often possible and desirable to use a
smaller &. If kK =0 works, then S _(w) is integrable, A comes
vutside the integral in {(A3), and we are done. In this case,
Q12) = A(2). and xt¢} is a polynominal plus a stationary process
whose autocovaitance function is 2 Re Q(1).

Assume & 2 1. Senee, for zllu > G,

‘I“ ewr Gt S (w)dw <,
(3

the function B(z) of Recipe 2 exists and is analytic in
im z > 0. Let us now look at Cy(2) as given in Recipe 1. It will
soon be shown that

(a) Cy(2) is continuous on Im . >0 and amalytic on
Imz>0;

(®) C§{*)(z)=B(z) for Im2>0;

©) ACy(D)=A(2)forImz>0.

Assuming (a) - (c), we see that Co(2) is 2 k® integral of B(z)
on Im z > 0; any vther k% intes-a.az)diffetsfmco(z)by
at most a polynomial of degree <k. Since A annihilates all
poiynomials of degree < 2n, oroperties (2) - (c) hold with
Co(2) replaced by ((2), and the theorem follows from (A2).

To prove (a) - (c) denoted the bracketed expression in (19)
by £z, w), which splits into the two parts

E(zw) = ]+w1n [wz 2 (lwz)’]

2n

ewr .

E(z w)=
2 i+w2"

Accordingly, Cy(z) splits into two integrals C,(z) and C,(z).
Since C,(z) is the Fourier transform of an integrable function,
C,(z) is continuous on Im z > 0; on im z > O it is analytic and
can be differentiated repeatedly under the integral sign.

Differentiating E, repeatedly and applying (A1), we get the
bound

1 ak P ok

g
;z—E(z Mgnw”'("_”y' (A9)

velid for 0 < p <k, Im z 2 0, |z]| € a. The right side of (A4)
times S, (w) is integrable. Therefore, the function C,(z), on
the domain Im z # 0, can be differentiated k times under the
mtegral sign. In particular, C,(2) is continuous on tnis domain.
This proves (a), and shows that C(2) can be differentiated
times under the integral sign on Im 2 > 0. Doing so gives (b).
Property (c) is true because A annihilates polynomials of
degree k - 1. The theorem is proved.



R82 32535 Z -

TDA Progress Reporn 42.70

PPM Demodulation for Reed-Solomon Decoding

for the Optical Space Channel

D. Divsalar, R. M. Gagliardi, and J. H. Yuen
Communications Systems Research Section

Gptical communications over space channels (satellite-to-satellite or deep-space-to-
relay-satellite) are commonly designed as pulse-position-modulated (PPM) laser lirsks.
When coding is needed to improve the link performance, it is adventageous to use
Reed-Solomon (RS } block codes over the PPM frames to obtain the largest degree of error
correction. Since RS codes can correct both symbol ervors and symbol erasures, a
question arises as o the best way to acmodulate the PPM laser fields in order to generate
the input symbols for the RS decoder. The method selected for demodulating (converting
the received laser field to digital symbols) will dcfine the erasure and transmitted symbols
of the laser link, and therefore will determine the word error probabilities of the system.
In this paper. several possible demodulating schemes were considered, and the effect of
each on RS decoding performance was computed. This computation was carried out for
various optical receiver models, and required fairly lengthy numerical anglysis to deter-
mine accurate word errcs probabilities when the RS code lengths are long. It is shown
that simple threshold decisioning of pulse slots will produce performance that degrades
as the background noise increases. This is caused by the genergtion of too many erasures
for the RS decoder 1o handle. We propose a decision scheme, delta-max demodulation,
wilich offers improvement over threshold decisioning by redefining the generation of an
erasure.

I. Introduction

In this paper we study the M-ary optical pulse-position-
modulation (PPM) communication system shown in Fig. 1.
Source bits are encoded into channel symbols from an M-ary
alphabet, which are used to generate a PPM laser pulse
sequence. The optical pulse is transmitted to the optical
receiver and photodetected. The photodetector produces ran-
dom count variables for each slot cnrresponding to a PPM
frame. The count variables are converted back to channel
symbols for the Reed-Solomon (RS) decoder. The latter pro-
vides error correction capability for decoding the source bits.

A question arises as to how the observed photodetected counts
should be converted to channel symbols so as to obtain the
best RS decoding performance. This report addresses this
question.

If no RS encoding is used (the source bits are directly
blocked into PPM symbols), maximum likelihood decoding,
using the counts as observables, requires a maximum count
selection for each PPM frame, with a ranom choice amo-
any count ties (more than one maximum count). If the re.-
ing error probability is not low enough, coding mus: be us. 4
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to improve performance, with the source bits first encoded
into channe| words, then the words sent as "PM pulses ™on
coding is inserted, it is no loager obvious thet the mexinum
likelihood frame decisioning is optimal, since ii does not allow
for channel symbol erasures. When background noise is negligi-
ble, it has been argued (Refs. 1, 2) that matched RS coding
appesrs as a natural encoding scheme, since only channel
erasures can occur, and RS decoding has maximal capability
for correcting eras:ues. The RS code size is selected to match
the PPM frame size (channel alphabet size) and maximnm
count demodulation is used, with all ties interpreted as era-
sures. 7. the voiseless case, an erasure can occur only if a PPM
signaling slot pzoduces no counts.

When bacig~~und noise is present, conversion of coynts to
channel symbols will involve errors as well as erasures. The
number of erasures that will occur will depend on how the
conversion defines an erasure. Since RS decoding can correct
more erasures than errors, a question then arises in determin-
ing the best way to allocate erasures and errors by proper
selection of the conversion rule. In the following sect:ans we
examine several conversion algorithms and the result2at per-
formance of each when operating with background noise and
RS decoding. This performance will depend on the model of
the photodetector used in the optical detection receiver. If a
high gawn, ideal photomultiplier tube is assumed for the photo-
detection, the count variables are Poisson distributed with
mean values dependent on the received field during that slot.
If a highgain random photodetector is assumed, the counts are
more nearly discrete-Gaussian distributed, centered around the
mean multiplied count, with a variance dependent on the
detector excess noise factor. In each case the postdetection
thermal noise can be neglected.

H. Count-Symbol Conversion Rules

In this study we consider two different methods for con-
verting the observed photodetected counts to channel symbols
and erasures. ine methods differ primarily in the way a
symbol decision is inade and the way in which an erasure s
defined. The methods are labeled as threshold demodulation
and delta-max (8-max) demodulation. In threshold demodula-
tion a threshold ¥ is set, and any count above ¥ is called a
pulse and a count beiow v is called a zero. A symbol decision
is made only if a single pulse occurs in a PPM frame, selecting
the symbol corresponding to the pulse location. All other
situations are defined as an erasure. This sequence of frame
decisions is then fed into the RS decoder. In 8-max demodula-
tion, a symbol is selected only if no other count is within & of
the maximum count. Otherwise an erasure is declared. Note
that both these methods have the advantage that the number
of erasures can be controlled by adjustment of the parameters
yand .
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M. Poisson Counting, 5-Max Demoduiation

Consider a Poisson count model and §-max demoduiation
for generating the RS symbols. In optical PPM communics-
tion, every log,Af binary data bits are trausmitted by placing
an optical light pulse in one of the M designated puise slots. M
dots constitute a PPM frame (Ref. 3). Thus each pulse repre-
sents a symbol, depending on its pulse slot location. These
log,M binary bits therefore correspond to a Reed-Solomon
(RS) symbol. At the PPM optical receiver, a photodetector
counts the number of photons in each slot. Let the M photoa
comts{n‘}g. correspond to the Af time slots. Letm be a
vector with dimension M with elemeats n,. Then the probabil-
ity of receiving m given a pulse is sent in jth time slot is (note
n,’s are independent Poisson distributed random variables)

e )

K AK) _xax) ey &)
p(nls, - _:_ni'_b_ e‘(K' X,) n b'!
o

where K, is the average number of received photons per PPM
frame and K, is the average number of background noise
photons per slot. We notice that the expected number of
photons we receive in the signal slot is K, + K, and the
expected number of photons in other slots each is K. We set a
level A 2 | and we make a tentative decision for signal send in
the jth siot if for some j

p(nls,) o
m)A Vi#j )

and make no tentative decision (erasure) otherwise. Equation
(2) is equivalent to

lnp(nls,)>lnA+ Inp(als) Vi*j 3)

Redefine

K,+K,\°
A=\—% @

b
for some & > 0. Then using (1) in (3) we get equivalently

nl>6+n‘Vi¢j ()

Hence the maximum count test in (5) is equivalent to testing if
the likelihood ratio in (2) is suitably large. The corresponding
demodulator structure is shown in Fig. 2, with decision rule
given in (5).



We wish to find expressions for the probability of correct
detection of transmitted signal P, the probavility of incorrect
detection of transmitted signal Pg, and the probability of no
tentative decision (erasure) Pg. We will correctly detect the
true signal slot j corresponding to transmitted laser pulse s;, if
(5) is true. The probability of this occurring is

PC=Pr{n’.>nl+6,ni>n2+6,...,n,.>n’._l+6,
nl.>n'.ﬂ+6,...,lsi}
= Y Prin,<k-8Vi#jls}Prin=kis}
k=641
w  k-8-1 M-
=) [Z Pbs(i,K,,)] Pos(k.K,+K,) (6)
k=s+1 L i=0
where
- AN
Pos (i, )-—i!—e (N
By change of variablc we get

b L] M-1
P, = Z[ Pos(t,l{b)] Pos(k+5+1,K +K,)
k=0 0

@®

On the other hand we make an incorrect decision if for a given
transmitted pulse in jth time slot, for any i # 7, we have

n>n +8Vm#i 9
Then

Ps =Pri{n>n, +8 Vm#i.anyi#ils}}

=M-1) ) Prin, <k-8Vm#ils)}Prin=kls)
k=b+1

L k-6-1 M-2
=M-1 ) [Z Pos(i.l(b)]

k=5+1 i=Q

k-6-1
[2 Pos (i .\,+Kb)] “ Pos (k. K,) (10)
=0

By change of veriable we get

- rk N-2
Pg = M-1) 2[2: l’os(i,Kb)"
k=0 Li=0 Jd

i=0

[2 Pos(i,Ksi-Kb)] -Pos(k+8+l,Ki)]

@

Clearly the probability of no tentative decision (probability
of erasure) is

Pp = 1-P,-P (12)

A Reed-Solamon code of code block N = M ~ 1 and infor-
mation block K can produce a correct code word if s the
number of decoder input symbol errors and e the number of
decoder input symbol erasures satisfy the following relation

2s+te<N-K+1 (13)

From this relation we note that the RS code cap correct twice
the number of erasures than the number of symbol errors. It is
for this reason that we have tried to introduce some soft
decisions at the demodulator in order to produce more era-
sures. Of course, if we expand the region of no hard decisions
in the decision region by too large an amount, the number of
erasures will increase in a given block code, and the RS
decoder will not be able to correct them.

For the RS code three events may occur. The first event
occurs if the number of error and erasure symbols satisfies
(13), f>r which the decoder can correctly decode the code
word, and therefore the information block. The secon. -ent
occurs when (13) is not satisfied, and the combinatic « of
symbol errors and symbol erasures is such ti:at the received
code block resembles a code signal other than the transmitted
one (i.e., the received code block is closer to some other code
signal than the transmitted code signal).

In this second event the decoder errs, and gives an incorrect
decoded code word. The third event is a complement of the
two above events. In this third event, the decoder fails to
decode and produces the undecoded channel symbols and
randomly decides on erasures. For large M the probability of
the second event, for the practical range of interest is usually
very small and can be ignored. The prcbability that the incor-
rect code word is selected by ihe decoder, P, (RS), is (Ref. 4)

a9



.~ (N\(N- —s-¢
P& = 2 > I, ) pspzp
3 e=q
where
q= m(N°K+l‘28,0) (15)

and the bit error probability P, (RS) is

N N-s -
Pb(RS) = Z(M‘! 1) § e;q (lsv)(Ne ")(i;,—e

-py PR a6

Equation (16) has been numerically evaluated for the
Poisson channel. We considered three classes of RS codes: the
(255,127) code with code rate 1/2, the (255,191) code with
code rate 3/«, and the (255,223) code with code rate 7/8.
These codes are matched to a PPM frame with M = 256 slots.
For each case we plotied £, (RS) in (16) versus K, for various
K, and several values of 6. The results are shown in Figs. 3
through 8. We see that the performance degrades as the noise
count K, increases and as the correctivn capability of the RS
code decreases. In addition, performance is uniformly
improved as & is decreased, with best performance occurring at
8 = 0. This corresponds to a maximum likelihood decision on
each PPM frame with all maximum ties denoted as erasures. In
other words, there appears to be no advantage in widening the
erasure definition for these parameter values.

IV. Poisson Counting, Threshold
Demodulation

PPM threshold demodulation with Reed-Solomon decoding
has been studied for the case of extremely low background
noise! and thermal noise (Ref. 4). Here we examine the high-
gain photodetector case so that the Poisson Counting Process
is a valid model. In threshold demodulation, we set a threshold
v and count the number of received photons in each slot. We
then compare each number with 7: if it exceeds v, we claim
signal detection in that time slot. If it does not, we claim noise
detection in that time slot. We can detect the transmitted
signal correctly only if in one of the slots the number of
photons exceeds v, while in all other slots it does not. Then if
P, denotes the probability of signal detection in a time slot,
and P, denotes the probability of correct detection of noise

lOnly dark current was assumed i1n Ref. 4 and can be treated as
extremely low backgronnd noise.

The probability of incorrect detection is

Py = G- D(1-P)(-P, )P (18)
and the probability of erasure is
P =1-F.-P; 19
For the Poisson channel
= (K +K +X3
p- 3 B w0 g
k=7t
vy K) .
Bp=Y e Q1)
*=0

Equations (17)-(21) can again be used in (16) to evaluate
pt ‘ormance. The numerical computation has been carried out
for .. --me code and count parameters as in the previous
section, and the results superimposed in Figs. 3 to 8. The
thresholds were set at =1 and 2 counts, while ¥ =0 corre-
sponds to no threshold (any observed count was considered a
pulse). We see that performance with threshold Jemodulation
also degrades with naise count and decreasing code capability,
but is much more sensitive to noise levels. In particular we
note a severe degradation when no threshold is used and the
noise increases from 1074 to 103 counts. Note that in all
cases the 8-max procedure, with 6 -0, is uniformly better
than the threshold tests, although the two perform similarly if
the noise count is low enough. Also note that in Figs. 3, 5
and 7 the optimum threshold vy changes with X,.

V. Gaussian Counting, 5-Max Demodulation

When nonideal phutodeteciors are introduced, the count
statistics no longer are Poisson. Although primary photoelec-
trons relsased from photoemissive surfaces are usually
governed by Poisson statistics, secondary electrons generated
via multianode secondary emissions, as in photomultiplier
vacuum tubes or by avalanche photodetectors (APD), gener-
ally produce more symmetrical distributions. The later distri-
butions can often be modeled by Gaussian-shaped distri-
butions (Refs. 5, 6).



ORIG!NAL PAGE 1S
OF POOR QUALITY

Let &ePPMslotmu_gnﬁonsgenememcseqmof
secondary count variables n,, i = 1, ..., M,where the mean and
variance of #,’s are as follows:

A
Insignal ot /:  E{n}= m, = G(K,+K,)

4

a:i =0} =G'F(K,+K,) (22)
A
Innoisesloti: E{n}= my = GKD
8, @
@ = o2 = G°FK, (23)

i

where G is the photomultiplier or APD gain and F denotes its
excess noise fzctor.

Let n be a vector with dimension M with elements ;. Then
the probability of receiving n given that a pulse is sent in the
Jth time slot is

~(n~m )2 (.- 2
— (ry=m)
c 207 M c 302
pals) = —¢ ' JI—=%e¢ *° (9
1 /21t0: ::,' \/21!0(2’

where ¢, and ¢, are normalization factors.

We again set alevel A 2 1 and we make a tentative decision
for signal sent in the jth slot if for some j

plals)
p(nls)

>A Vi#j 25)

and make no tentative decision (erasure) otherwise. Equiva-
lently,

Inp(nls)>Ind +Inpals) Vi#j (26)
Redefine

A = exp [8(0] - 0})/20}03 N
for some & & 0. Then using (24) in (26) we get equivalently

n>Vb+n Vi#j (%

The corresponding demodulator structure is as showa in
Fig. 2, with dacision rule given in (28).
Then

P, = Pr{n,>\/6 +n,’ Vi#iIS,}

= Z Prin,<VIE-§ Vi#jls)Pr{n =kls}

13N
= M-1
. Z[ gr po(a] P®) 9
&>\5 Lo/’ 5
where
-(k-mez
C‘ 20‘2
P(k) =——e » i=0,1 (30)
2107
and ¢, is a normalization factor. such that
E P =1 61
k=0
Simitarly
Py = Pr{ni>\/nm5 +5 Vm#i.anyi*ils,}
= M-2
= M- 1) Z[ E ; Po(o]
>\ Lo<ic\/k*-§
[ 2 : P,(i)] P,%) (32)
0<i< /k*-5
and finally
P =1-P.-F (33)
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Since G is very large for numerical computations we can
approximate summations in (29) and (32) by integrations.
Then we get

"y

(\/—_—_T—(a‘ Y m Y5 - mo)]“" .,
-0 e % dy

34
o (34)
and
M- 1) te, [T
PS = (_.__0_.21 [| - Q("':i)
VN VS T
%
o2t -d- m, 2 m,
o -of3)
00 0‘
( 0,2+ -4~ m‘)] 2
-Q ce? Rgy (35)
9,
where
A b
Gx) = 75;:,/; e 12 gt
= 0.5 Erfe(x/v2) (36)

Equation (16). with (33), (34), and (35) inserted, gives the
verformance for the photomultiplier or APD case. Results of
*he computation are shown in Figs. 9 through 11 for §-max
demodulation. Each 6-m: : curve has been optimized at each
value of K by adjusting & for minimal P, (RS).
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VI. Gaussian Counting, Threshold
Demoduiation

Here demodulator concept is the same as discussed in
Section IV. We can use results of Section IV, but repiacing P,
and P, with

(k-m,)?
o c == 2
P, = E L, 1 )
e V270]
(IL’--mo)2
. -
¢ 2
P, = °_, ™o (38)
o V210}
Again approxiinating summations by integrations we get
Pﬁ = Q 0‘ c‘ (39)
and
m, v-my c
7 2 et BCA e | KI Y

Numerical results using (37) - (40) are included in Figs. 9
through 11. It again follows that uniformly better performance
occurs with 6-max demodulation over threshold demodulation.

Vil. Conclusion

This paper proposes a delta-max demodulator for Reed-
Solomon coded M-ary PPM modulation over an optical com-
munication channel. This delta-max demodulator is compared
with the threshold demodulator which is currently in use.
Both of thess demodulators have identical performance in
the absence of background noise. As the intensity of back-
ground noise increases, the delta-max demodulator outperforms
the threshold demodulator. Also, the higher the code rate,
the more advantage the delta-max demodulator has.
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In this paper a parallel architecture is developed to compute the linear convolution of
mwo sequences of arbitrary lengths using the Fermat mumber transform (FNT). In particu-
lar a pipeline structure is designed to compute a 128-point FNT. In this FNT, only adJt
tions and bit rotations are required. A standard barrel slufter circuit is modified so tha. it
performs tke required bit rotation operation.

The overkyp-save method is generalized for the FNT to compute a linear convolution
of arbitrary length. A parallei ==, nitecture is developed to realize this type of overiap-save
method using one FNT and several inverse FNTs of 128 points. The generalized overiap-

save method alleviates the usual dynamic range limitation in FNTs of &
lengths. Its architecture is regular, simple, and expandable, and therefore

able for VLSI implementation.

I. Introduction

Fermat number transforms (FNTs) were developed to com-
pute cychic convelutions (Refs 1-3). A cyclic convolution of
two sequences can be obtained by taking the inverse FNT of
the product of the FNTs of these two sequences.

FNTs over certain transform lengths have the advantage
over most number-theoretic transforms in that no multiplica-
tions are required. McClelland (Ref. 4) designed a hardware
syste.a to reahize a 64-point 17-bit FNT that used commer-
cially available ECL IC chips. For this purpose he developed a

" This work was supported in part by the JPL Director’s Discretionary
Fund. 1 YR2

transform
lly suit-

new biniy aumber representation and the binary arithmetic
operations modulo a Fermat number (Refs. 4, §), The Fermat
number transform can be applied to digital filtering {Refs. 2, 3),
image processing (Refs. 6, 7), X-ray reconstruction (Ref. 8),
and to the encoding and decoding of certain Reed-Solomon
codes (Refs. 9, 10).

In this paper, a parallel architecture is designed to realize a
digital filter of arbitrary length using the FNT. In Section II, a
pipeline structure is used to compute 2 128-point FNT. Only
additions and bit rotations are required in this structure. The
bit rotation operations are implemented by a modification of
a standard barrel shifter circuit (Ref. 11). In Section I, the
overiap-save method is generalized to compute the linear con-
voluwon of a digital filtering system. Then a parallel archi-
tecture is designed to realize the generalized overlap-save



method using one FNT and several inverse FNTs of 128
points. The circuit design of an FNT butterfly is given in the
Appendix.

il. A Paralle! Structure for Computing a
128-Point FNT

Let F, = 22* + 1 be the rth Fermat number where ¢ 3> 0. F,
is a prime number for 0 < r < 4. Let {x,} be a N-point
sequence of integer numbers, where 0 < x, <F,-1,0<n<
N -1, and N is a power of 2. The Fermat number transform
{X, }of {x,}over F, is defined as follows:

N-1
X,= ) x, @™ (modF), k=0,1,....N-1 (1)
=0

where 0<J[t <F,-1 and a is an Nth root of unity. That is.
N is the least positive integer such that oV =1 (mod F,). The
corresponding inverse FNT is the following:

N-1
x, E('li)?;, X, o™ (modF) , n=0,1,.. ,N-1

€

In order that a cyclic convolution can be computed by the
FNT pair in Eqgs. (1) and (2), N depends on the F, and o
chosen (Refs. 2, 3). More details of an FNT can be found in
(Refs. 2 and 3).

In this paper F,, a, and N are selected specifically to be
Fg =23+, \/ifand 128 respectively. That is, the data of
this FNT are integers between 0 and 232. Hence 33 bits are
required to represent a number. The transform length of this
FNT is 128. In an FNT over F,, the quantity /2 represents
the integer 222 (22™}_1) (Refs 2, 3). For ¢ = 5, since 232 =
-1 (mod F), /2 =224 - 28 =224 + 240, A conservative value
of the dynamic range (Ref. 12) is /232/(28) = 212 This value
is sufficiently large for a number of applications.

Since the FNT has a mathematical algorithm similar to the
FFT. an FFT-type structure can be applied to perform a fast
FNT. Figure | shows a pipeline structure (Ref. 13) for com-
puting a 128-point FNT over F,. The radix-2 decimation-in-
time (DIT) technique is used in this structure. The structure
for performing ar 1verse FNT is the mirror image of the cir-
cuit shown n Fi_ 1 if the tadix-2 decimation-in-frequency
(DIF) technique 1s used.

In Fig. 1 z7/ denotes a j-step delay element, which can be
realized by a set of j firstan-first-out (FIFO) registers. The

symbolic diagram and operations of a DIT FNT buttesfly are
shown in Fig. 2. The design . . DIT FNT butterfly is given in
the Appendix. A similar DIF FNT butterfly was designed in
Ref. 4.

In Fig. 1, SW, is a shuffle-exchange switch controlied by the
control signal S; for 1 € i < 6. The operations of the SW, are
shown in Fig. 3. The S;'s can be implemented simply by a
6-stage up-counter if no buffer registers are used in the FNT
butterflies (Ref. 13). With the buffer registers in the butter-
flies, delay elements are needed at the outputs of the counter,
as shown in Fig. 4, for the purpose of synchronization.

In the next section the overlapsave method (Ref. 13) is
generalized to implement a digital filter of arbitrary length
using one FNT and several inv:rse FNTs of 128 points over
F,. Then a parallel VLSI architecture is designed to realize this
overlap-save method using the FNT structure designed above.

ill. A Digital Filter Architecture of Arbitrary
Length Using the FNT

In the previous section F,, @, and N are chosen to be Fy,
V2, and 128 respectively. N = 128 is the maximum transform
length over Fg (Refs. 2, 3), and 2'2 is the dynamic range. One
could increase the transform length by choosing F, for £ 2 6.
In so doing, however, at least 26 + 1 = 65 bits are required to
represent a number. Alternatively, one could use a specific a,
where a is not a power of \/2, over F5 or F, to increase the
transform length. In such a case a complete multiplication is
required. In addition, the dynamic range is used up readily. To
remedy this difficulty, the overlap-save method is generalized
to compute the linear convolution of a digital filter of arbi-
trary input data and filter lengths. A parallel architecture is
developed to realize this generalized overlap-save method using
the 128-point FNT structure designed in the previous section.

Let {x,} and {h,} be the input and filter sequences of a
digital filter, respectively, where 0 €K n < N-1and 0 sm<
M - 1. The output sequence {v,} of the filter is the linear con-
volution of {x,}and {h,}, where0 Kk <N +M -1 (Ref.13).
1t is shown (Ref. 13) that such a linear convolution can be ob-
tained by computing a cyclic convolution. For purposes of
expositicn it is assumed that N = 1024 and M = 256 in the
following argument.

In order to use 128-point FNTs to .ompute {y, }, four
128-point subfilters {h} }, {2}, {n3,} and {(h¥ } are formed
by partitioning {h,, } as follows:

y (Mmscasr) for 0Sm<63
" =

lo for 64 <m < 127 (3)
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for 1 €i < 4. Next the overlap-save method (Ref. 13) is usad
to compute the linear convolution {¥{} of {x,}and {& }by
using the cyclic convolution technique, where 1 < i < 4 and
0 < k < 1087. To accomplish this {x,} is sectioned into 128-
point subsequences with 64 points of {x,} overlapped be-
tween two consecutive subsequences. That is {x,} is sectioned
into {x3,} = {x,}, (3} = {Xpeged - - -0 7 }= (Xppagosh
where 0 < » < 1023 and 0 < m < 127. Then {#}), for 1 <
i € 4, is computed by overlapping the cyclic convolution of
(M} and {xf } for I <;j< 15 using 128-point FNTS. Finally
the output sequence {y,}, for 0 <k < 1024 + 256 -1 = 1279,
results evidently from {y{} for 1 < i < 4 by the following
equation:

=yl 2 ,-64 3 ,-128 4 ,-192
Yy SRty 2 )2

s e @

The celationship between {y,} and {y}} for 1 <i<4sillus-
trated in Fig. S Other cases of the generalized overlap-save
method are constructed in a similar manner.

In Fig. 6 is shown the block diagram of an architecture for
the generalized overlap-save method of & digital filter using one
FNT and four inverse FNTs of 128 points. In this system the
DIT and DIF techniques are used for the FNT and inverse
FNTs, respecdvely. In the generalized overlap-save method,
one of the two outputs of the inverse FNT butterfly in the last
stage is not needed. Hence, the inverse FNT butterfly in the

last stage is a degensrative butterfly circuit, and the delay
olements associated with this butteifly circuit are not needed.
The H'’s in Fig. 6 are the FNTs of {’ ). The (1/N) factorin
Eq. (2) is incorporated into the ZF's. These H|'s can be
precomputed and stored in the system. The adders in Fig. 6
perform normal binary additions, not additions modulo F,.

The advantage of the generalized overlap-save method for
implementing a digital filter using FNT transforms are the
following: (1) It requires no multiplications. Only additions
a. 3 bit rotations are needed. (2) It alleviates the usual dy-
namic range limitation for long sequence FNTs. (3) It utilizes
the FNT and inverse FNT circuits 100% of the time. (4) The
lengths of the input data and filter sequences can be arbitrary
and different.

IV. Conclusion

A pipeline structure is developed to compute a 128-point
Fermat number transform. In this 128-point FNT, only addi-
tions and bit rotations are required. A barrel shifter circuit is
modified to perform the multiplication of sn integer by a
power of 2 modulo a Fermat number. The overlap-save
method is generalized to compute the linear convolution of a
digital filter with arbitrary input data and filter lengths. An
architecture is developed to realize this generalized overlap-
save method by a simple combination of one 128-point FNT
and several inverse FNT structures. This realization alleviates
the dynamic range limitations of the FNT with a long trans-
form length. The architecture is simple and regular, and hence
suitable for VLSI implementation.
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Appendix

In this appendix a circuit is dasigned to implement a DIT
FNT butterfly shown in Fig. 2. A similar DIF FNT butterfly
was designed in Ref. 4. To efficiently perform the FNT, num-
ber representations have been proposed (Refs. 4, 5) for binary
arithmetic operations modulo &,. The diminished-1 represen-
tation proposed by Liebowitz (Ref. 5) is used in the following
design. Let 4 be represented by [ay; a5, . .. a, a,), where
0 < A4 <232 and g, is the ith bit of A. Table A-1 shows the
correspondence between decimal numbers in a normal binary
representation and their values in the diminished-1 representa-
tion. The most significant hit (MSB) a,, can be viewed as the
zero-detection bit in the diminished-1 representation.

Two basic binary arithmetic operations modulo £, with
& = \/2 are addition and multiplication by a power of 2. Other
operations can be expressed in terms of these two operations.
In the following, some details of these operations are described
briefly. More specifics can be found in Ref. 5.

(1) Addition: Let S=4+B.IfA=0,thenS=B.IfB=0,
then § = A. If neither A4 nor B equals 0, add [a,,
dyp - . -4y ag] and [by, by ... b, by]. Then com-
plement the carry and add it to the previous sum, This
yields S.

(2) Multiplication by a power of 2: Let B =4 « 2C If
A =0,then B=0.If A #0, left rotate [a,, a5 ...
a, ay] Cbit positions, but complement the value of bit
31 when it is rotated to bit position 0, and set b,, = 0.

(3) Negation: Since 232 = -1 (mod F;), -4 = 4 + 232,
denotes the complement of a,. If 4 =0, then -4 =0,

(4) Multiplication by /2: Since /2 =224 + 290, 4 + /2=
A 224 4 4 - 240,

(5) Multiplication by a power of /Z: Let B=4 * (V/2)°.
If Cis even, then B = A » (2)°P2, If C is odd, then
B=(A4 V2):20€-12

In Fig. A-1 is shown a biock diagram of an FNT butterfly
shown in Fig. 2. In this design, 4, B, D, and E are 33-bit data,
and C is the 7-bit exponent nk in Eq. (1). Two realizations of
an FNT adder can be found in Ref, 4. Figure A-2 shows a pass-
transistor full-adder, which requires less silicon area. The mul-
tiplier in Fig. A-1 is used to multiply a number by a power of
2 modulo F. Figure A-3 shows a block diagram of this multi-
plier. The shifter in Fig. A-3 is a modification of a barrel
shifter (Ref. 11) for performing bit rotation operations.

For purposes of illustration, consider the simple FNT over
Fy =2 + 1. In such an FNT butterfly the functional table and
circuit of a modified barrel shifter are shown in Fig. A4,
where the inputs are [b, b,] and [s, s, 5, 5], and the out-
puts are [b] bg].
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Table A-1. The correspondence among decimal numbers, their values in the normal binary representation, and in the

diminished-1 representation
De~imal Normal binary representation Diminished-1 representation
number
93, a9 %30 9 a % 232 93 939 a, a
0 0 0 0 e 0 0 0 1 0 0 . 0
0 0 0 1 0 0
2 0 0 0 1 0 (i} 0 0
232, 0 1 1 ... 1 1 0 0 1 1 ... 1 0
232, 0 1 1 ... 1 1 1 0 1 1 ... )

232 1 0 0 0 0 0 0 1 1 1 1
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Berlekamp’s Bit-Serial Multiplier Algorithm
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E. R. Berlekamp has developed for the Jet Propulsion Laboratary a bit-serial
multiplication algorithm for the encoding of Reed-Solomon (RS) codes, using a dual basis
over a Galois field. The conventional RS-encoder for long codes often requires look-up
tables to perform the multiplication of two field elements. Berlekamp's algorithm
requires only shifting and exclusive-OR operations. It is shown in this paper that the new
duai-basis (255, 223) RS-encoder can be realized readily on a single VLSI chip with
NMUS rechnology.

I. Introduction The parameters of an RS code are summarized as follows:

A concatenated Reed-Solomon/Viterbi channel encoding
sysiem has been suggested both by the European Space
Agency (ESA) (Ref. 1) and JPL (Refs. 2, 3) for the deep-space

m = pumber of bits per symbol

g n = 2™ - | = the length of a codeword in symbols
downlink. The standard RS-encoder design developed by JPL
assumes the following codes and parameters. ¢ = maximum number of error symbols that can be ~or-
rected

Let GF(2™) be a finite field. Then an RS code is a sequence
of the symbols in GF(2™). This sequence of symbols can be d = 2t+ 1 = design distance
considered to be the coefficients of a polynomial. The code
polynomial of such a code is 2t = number of check symbols

) = Z et () = n - 2t = number of i.forratica symbols
+=0
In the JPL design,m =8, n =255,r=16,d=33,2¢ - 32,and

wnere ¢, ¢ GF(2™). k =223. This code is the (255, 223) RS code.
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The generator polynomial of an RS code is defined by

D211 2t
) =) -y = ) g @
i=b i0

where b is a nonnegative integer, usually chosen to be 1, and y
is a primitive element in GF(2™). In order to reduce the com-
plexity of the encoder it is desirable to make the coefficients
of g(x) symmetric so that g(x) = x~¢! g(1/x). To accomplish
this b must be chosen to satisfy 2b +d - 2 =2™ - | Thus for
the JPLcode b = 112.

Let J(X) = ¢y, X% + Cppy X3 + -~ 4 ¢ X"} and AX) =
Co tC;x + -- -+ ¢y x21 be the information polynomial
and the check polynomial, respectively. Then the encoded RS
code polynomial is represented by

) = Iix) + Ax) 3)

To be an RS code Q\x) must be also a maltiple of glx). That is,

Qx) = q(x)gix) @)

To find Px) in Eq. (3) such that Eq. (4) is true, divide f(x)
by gix). The division algonthm yields

I(x) = glxiglx) + r(x) )
Also let r(x) = - P(x). then by Eq. (5)

lx)glx) = I(x) - rx) = H(x) + Px) =Qx) (6)

Figure 1 shows the structure of a f-error correcting RS
encoder over GF(2™). In Fig. [ R, for 0 <i< 21 - 1and Q are
m-bit registers. Initally all registers are set to zero, and both
switches (controlled by a control signal SL) are set to posi-
tion A,

The mtormation symbols ¢,_,. -~ . ¢,, are fed into the
division circust of the encoder and also transmitted out of the
encoder one by onc The quotient coefficients are generated
and loaded nto Q register sequentially. The remainder coeffi-
cients are computed successively. Immediately after ¢, 1s fed
to the aircunt, both switches are set to position B. At the very
same moment ¢,, , 18 computed and transmitted. Simulta-
neously, ¢, 1s being computed and loaded into register R, 1,
0€ i 2- 2 Nextcy, ;. - .cqare transmitted out of the
encader one by one. Capmz- " Co TEIAN their values because
the content of  1s set to zero when the upper switch 1s at
position B.

The complexity of the design of an RS encoder results from
the computation of products zg; for 0 < i < 2t - 2. These
computations can be performed in several ways (Ref. 3).
Unfortunately none of them is suited to the pipeline pro-
cessing structures usually seen in VLSl design. Recently,
Betiekamp (Ref. 4) developed a bit-serial multiplier algorithm
that has the features needed to solve this problsm. Periman
and Lee (Ref. 5) show in detail the mathomatical basis for
this algorithm. In this paper Berlekamp’s method is applied
to the VLSI design of a (255, 227" RS-encoder, which can be
implemented on a single VLSI chip.

H. Beriekamp’s Bit-Serial Muttiplisr
Algorithm Over GF(27)

In order to understand Beriekamp’s multiplier algorithm
some mathematical preliminasies are needed. Toward this end
the mathematical concepts of the trace and a complementary
(or dual) basis are introduced. For more details and proofs see
Refs. 3,4 and §.

Definition 1: The trace of an element § belonging to
GF(p™). the Galois field of P™ elements, is defined as follows:

m-1 X
e =3 P
k=0
In particular, forp =2,
m-1 .
™) - ), 67
0

The trace has the following properties

D) (TMOIP =8+ F o -+ B = THP). where B ¢
GR(p'™). This implies that T¥(8) € GF(p)- i.e., the trace
i¢ on the ground field Gi-()

(2) Tr(B+r)=TrB) + Tr(r). where 8, r ¢ GF(p™)
(3) T(cf) = cTr(f), where c e GF(p).
{4) ™M) = n(mod p).

Dyjuation 2: A basis {u,} in GF(p™) is a set of m linearly
independent elements in GF(p"™).

Definition 3: Two bases {u,-} and {A,} are said to be com-
plementary or the dual of one another if

| VSIS

Tr(uA,) =
0. j#k

73



The basis {u;} is called the original basis, and the basis )} is
called the dual basis

Lemma: If a is a root of an irreducible polynomial of
degree m in GF(p™), then {a*} for 0 <k <m - | is a basis of
GR(p™). The basis {a*} for 0 <k <m - ] is called the normal
or natural basis of GF(p™).

Theorem | (Theorem 19 in Ref. 4): Every basis has a
complementary basis.

Corollary 1: Supposes the bases {1} and {Ax} are comple-
mentary. Then a field element 2 can be expressed in the dual
basis {,] by the expansion

m-1 m-1
2= Z 2\, = Z Mau A,
=0 k=0

where 2, = Tr(zu, ) is the kth coefTicient of the dual basis.

Proof: Letz =z A, +2 A > -z, A -, - Multiply

both sides by af and take the trace. Then by Def. 3 and the
properties of the trace,

m-1
Drza*) = Tr (2 z,()\‘uk)) =z, Q.ED.

i=0

The tollowing cor llary is an immediate consequence of
Corollary 1.

Coroliary 2: The product w = 2y of two tield elements in
GF(p'™) can be expressed in the dual basis by the expansion

m-t
w = Z: Trzyu, A,
x=0

where Tr(zvi, ) is the kth coefficient of the dual basis for the
product of two field elcments.

These two ¢orollaries provide a theoretical basis for the new
RS-encoder algonthm.

. A Simpile Example of Berlekamp's
Algorithm Applied to an RS-Encoder

This section follows the treatment in Ret. 3. It is included
here for two purposes. First, Ref. 3 is not readily ~vailable for
most readers. Second. this example 15 incluzed 1o illustrate
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how Beriekamp's new bitserial multiplisr algorithm can be
used to realize the RS-encoder structure proseated i Fg. 1.

Consider a (15, 11) RS cod- over GR(2*) For th:: cods, m
=4 n=151=2,d=2t+1=% anda- 2¢r=]) infonmation
symbols. Let a be a root of the primitive irreducible
polynomial f{x) = x* + x + 1 over GF(2). « satisfies a'* = 1.
An element 2 in GF(2*) is representable by 0 or o/ for some j,
0 <;j < 14. z can be represented also by a polynomial in @ over
GR(2). This is the representation of GA(2* ) in the normal
basis {a*} for 0 € k <3.Thatis,z =uy +u a+u,o +u,0’,

where u, € GF() for 0K <3.

In Table 1, the first column is the index or logarithm of an
element in base a. The logarithm of the zero element is
denotd by an asterisk. Columns 2 to S show the 4-tuples of
the coefficients of the elements expressed as polynomials.

The trace of an element z in GF(2*) is found by Def. 1 and

the properties of the trace to be
»

TR(z) = uoﬁ(l)+ulTr(a)+uzl‘r(az)+u31‘r(a3)

where Tr(1) = 4 (mod 2) = 0, Tr(a) = Tr(a®) =a+a® +a% +
a® =0and Tra®) = a® + a® +a’ +a'? = 1. Thus T¥(z) = Uy
The trace element o* in GF(2%) is listed in column 3 of
Table 1.

By Def. 2 any set « 1our linearly independent elements can
be used as a basis for he field GF(2*). To find the dual basis
ot he normal basis (o} in GF(2%) let a field element z be
expressed in dual basis {Aj. A . A,. A }. From Corollary 1 the
coefficients of z are z, = Trfza* for 0 € k €3. Thus -, =
Tr(2). z, = Tr(za), z, = I¥(za’) and z, = fr(za’). Let : =
for some i, 0 < i< 14. Thus a coefficient 7, , for 0 £ & € 3, of
an element z in the dual space can be obtained by cyclically
shifting the trace column in Table I upward bv k positions
where the first row is excluded. These appropristely shifted
columns of coefficients are shown in Table 1 as the last four
columns. In Table 1 the elements of the dual basis, A, ?t‘ A
A,. are underlined. Evidently A = o't A = o, A, =aand A,
= | are the four elements of the dual basis.

In order to make the generator polynomial g ‘x) symmetric
b must satisfv the equation 26 +d - 2=2" - . Thus b =6
for this code. The ¥ in EQ. (2) can be any primitive el.ment in
GF(2*). 1t will be shown in Section IV that y can be chosen to
simphfy the binary mapping matrix. In this exainple let y = a.
Thus the generator polynomial is given by

9 4
g =Jlex-oh = 3 £ ¥ Y
j=6 i<0
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whereg, =g, = 1,8, =g, =’ andg, =a.

Let g, be expressed in the normal basis {1,a,a%,a%). Letz,
a field element, be expressed in the dual basis; i.e., z =z A, +
z, A, +2,A, +z,A,. In Fig. 1 the products 2z, for0<i<3
needs to be computed.

Since g, =g, , it it necescary to compute only zg,, 2g, and
zg,. Let the products zg, for @ < i < 2 be represented in the
dua!basls ByConollaryzzg‘canbeexpremedmthedual
basis as

x{‘ ¢ @)
3
2] =X (TP @A ®
k=0
g,J ™ @)

where T*? (z) = Tr(zg2*) is the kth coefficient (or kth bit)
of zg for0<1<2and0<k<3

The nresent problem is to express T,(*)(z) recursively in
terms of T‘.("" Nz) for 1 <k < 3. Initially fork =0,

(10 @] [pegy] [red] (i)
TO @)= |Trg)| = |Tred)| = |z,
@ e [P | |7,

&)

wheze TR (2ef) = Tr((z A, + 2 A, + 2\, + 2,2 )} = z,for 0
< j € 3. Equation (0) can be expressed in a matrix form as
follows:

- - -
T (2) 1000] [z]
T®@| = 10001 z, (10)
(0)
s 0100] |z
L.

The above matrix 1s the 3 X 4 binary mapping matrix of the
problem.

‘!‘o compute T* () for k > 0 observe that T,(*)(z) =
F a*-1) = T-1)az). Heace T} ’(:)lobmneofmm
(Z)bvreplacmszbyy-'oz Letw=y=y R I AN

+y Aéwhcrey = Tr(ya™) = Mm"")fot0<m
<3 'l'hen is obtained from 7{*-1) by replacing z, by ye
=Tr(za)=2,,2, byy, = =Tr(za?) =z, 2 L byy, =Tr(zed)=2,
andz, byy, = =r(z(a+ 1) =z°+z|

To recapitulate zg; = TP\, + TIOA, + TN, + TON,,
where 0 Ki<3andz=zpAg + 2,4, + 250, tZ,A,, can be
computed by Berlekamp’s bit-serial muitiplier algorithm 35
follows:

(1) Initislty for k = 0, compute T{(), 7(z) and
T{(z) by Eq. (10). Also T"(2) = TO0).

(2) Fork=1,2,3, compute T{¥(z) by

T®(2) = T V()

where0<i<3mdy=az=yo7\,,"'}',)‘,*!2)‘,*
y37\swithyo 2,¥, 52,0, = zyandy, =z, +2 =
T whereT,=zo+zl|sthefeedbacktermofﬂle
orithm.

The above example illustrates Berlekamp's bit-serial multi-
plier algorithm. This algorithm developed in Refs. 4 and §
requires shifting and XOR operations only. Brrlekamp’: dual
basis RS-encoder is well-suited to a pipeline structure which
can be implemented in VLSI design. The same procedure
extends similarly to the design of a (255, 223) RS-encoder
over GF(28).

IV. A VLSI Architecture of a (255, 223)
RS-Encoder with Dual-Basis Muttiplier

In this section an architecture is designed to implement
(255, 223) RS-encoder using Berlekamp’s multiplier algorithm.
The circuit is a direct mapping from an encoder using
Berlekamp’s bit-serial algorithm as developed in the previou-
sections to an architectural design. This architecture can be
realized quite readily on a single NMOS VLSI chip.

Let GF(2®) be generated by a, where a |s a root of a
primitive irreducible polyromial f{x) = x® + x” + x2 +x+]
over GF(2) The normal basis of this field is {1, a, a*, a®, a®,
a®, a®, a”}. The representations of this field in both the
normal basis and its dual basis are tabulated in Appendix A.
From Corrollary 1 the coefficients of a field element o can be
obtained from z, = Tr(o/**) for 0 <k <7, where of = z )\
+:-- 42z, From Table A-1 in Appendix A, the dual basis

s



{Ag, A, -+, A} of the normal basis is the ordered set 1a%,
81 azoa azoz a0l 200 5199 5100}

It was mentioned previously that v in Eq. (2) can be chosen
to simplify the binary mapping matrix. Two binary matrices,
one for the primitive clement y = a!! and the other fory=a,
were computed. It was found that the binary maoping matrix
for ¥ = a'! had a smaller number of !’s. Hence this binary
mapning matrix was used in the design. For this case the
generator polynomial g(x) of the RS-encoder over GF(28) was
given by

143 32
g) = J x-a'h =Y g an
J=12 i=0

where g, =835, = 1.8, =83, =°2“-81 =83 =0%.85 =8y
=%, g, =g)5 =0, g5 =8y; = o gg =gy =al¥ g, =
Brs = Q. gy =8y =07, 8y =833 =00, 89 =8y =0,

Biy =8y =07 g1, 78y =00, 8,3 =g,9 =%, g =

= al70 ) = 28
g3 g p=a’,andg =a

The binary -napping matrix for the coeflicients of the
generator polvi omial in Eq. (11) is computed and shown in
Appendix B. T' - feedback term T, in Beriekamp's algorithm is
found in thi: . 1se to be:

T, = ) : (@ +a tat Nz) =z 4z +:, 42,

0o Y172
(i2)

In the following a VLSI chip architecture is designed to
realize a (255, 223) RS-encoder using the above parameters
and Berlekamp’s algorithms. An overall block diagram of this
chip is shown in Fig. 2. In Fig. 2 VDD and GND are power
pins. CLK is a uiuck slgnal which in general is a periodic
square wave. The information symbols are fed into the chip
from the data-in pin DIN bit-by-bit. Similarly the encoded
codeword is transmitted out of the chip fr n the data-out pin
DOUT sequentially. The control signal LM (load niode) is set
to 1 (logic 1) when the information symbols are loaded into
the chip. Otherwise, LM is set to 0.

The input data and LM signals are synchronized by the
CLK signal, while the operations of the circuit and output data
sngn.l are svnchronized by two nonoverlapping clock signals

» To -ave pace, dynamic registers are used in this

w ' cw of a 1-bit dynamic register with reset is
N u 'ng diagram of CLK, o1, ¢2, LM, DIN
“ vimv i Fig. 4. The delay of DOUT

o the input and output flin-flops.

Figure 5 shows the block diagram of a (255, 223)
RS-encoder over GF(2%) using Berlekamp’s bit-serial multiplier
algorithm. The circuit is divided into five units. The circuits in
each unit are discussed in the following:

(1) Product Unit: The Product Unit is used to compute Ty
Ty, . Ty This circuit is realized by a Program-
mable Logic Array (PLA) circuit {6]. Since Ty =Ty, ,
Ty=Ty, . T\s=T,,00lyTo Ty, , -, T, and
T, are actually implemented in the PLA circuit.
Ty, . Tyg are connected directly to Ty, , -+, T},,
respectively. Over other circuits a PLA circuit has the
advantage of being easy to reco...ure,

{2) Remainder Unit: The Remainder Unit is used to store
the coefficients of the remainder during the division
process. In Fig. 5, §; for 0 < i < 30 are 8-bit shift
registers with reset. The addition in the circuit is a
modulo 2 addition or Exclusive-OR operation. While
€y, is being fed to the circuit, ¢;, is being computed
and transmitted sequentially from the wrcuit. Simul-
taneously c; is computed and then loaded into S, for
0 <i<30 Then czy, -, ¢, are transmritted out of
the encoder bit-by-bit.

(3) Quotient Unit: In Fig. 5, ¢ and R represent a 7-bit
shift register with reset and an 8-bit shift register with
reset and parallel load, respectively. R and Q store the
currently operating coefficient and the next coefficient
of the quotient polynomial, respectively. A logic
diagram of register R is shown in Fig. 6. z; is loaded
into R every eight clock cycles, where 0 < f €7,
Immediately after all 223 information symbols are fed
intc the circuit, the control signal SL changes to
logic 0. Thenceforth the contents of Q and R are zerc
sn that the check symbols i the Remainder Unit
sustain their values.

(4) 1/0O Unit: This unit handles the input/output opera-
tions. In Fig. 5 both F anc F, are flip-flops. A pass
transistor controlled by ¢1 is inserted before F, for the
purpose of synchronization. Control signal SL selects
witether a bit of an information symbol or a check
symbol is to be transmitted.

15) Control Unit: The Control Unit generates the necessary
control signals. This unit is further divided into o
portions, as shown in Fig. 7. The two-phase clock
generator circuit in Ref. 6 is used to convert a clock
signal intc two nonoverlapping clock signals ¢1 and ¢2.
In Fig. 8 is shown a logic diagram of the circuit for
generating control signals START and SL. Control
signa] START resetc all registeis and the divide-by-8



counter before the encoding process begins. Control
signal LD is simply generated by a divide-by-8 counter
to load the z’s into the R ’s in parallel.

unce a codeword contains 255 symbols, the computation
of a complete encoded codeword requires 255 ‘“‘symbol
cycles.” A symbol cycle is the time interval for executing a
complete cycle of Berlekamp’s algorithm. Since a symbol has 8
bits, a symbol cycle contains 8 “bit cycles.” A bit cvcle is the
time interval for executing one step in Berlekamp’s algorithm.
In this design a bit cycle requires a period of the ctock cycle.

The layout design of this (255, 223) RS-encoder is shown
in Fig. 9. Before the design of the layout each circuit was
simulated on a general-purpose computcr by using SPICE (a
transistordevel circuit simulation program) (Ref. 7). The cir-

cuit requires about 3000 transistors, while a similar JPL design
requires 30 CMOS IC chips (Ref. 5). This RS-encoder design
will be fabricated and tested in the near future.

V. Concluding Remarks

A VLSI structure is developed for 3 Beed-Solomon encoder
using Berlekamp’s bit-serial multiplier algorithm. This struc-
ture is both regular and simple.

The circuit in Fig. 2 ca: be modified easily to encode an RS
code with a different field representation and different param-
eters other than those used in Section IV. Table 2 shows the
primary modifications needed in the circuit to change a given
parameter.
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Tabie 1. Repressniations of slements over GF(2°)

generstedbya‘za+ t
v BmmE e e
adalala® 293,724
. 0000 0 0000
0 0001 0 0001 k:
1 o010 0 0010 RI
2 0100 0 0100 Kl
3 1000 1 1001
4 0011 0 o011
S 0110 0 0110
6 1100 1 1101
7 1011 1 1010
8 0101 0 o101
9 1010 1 1011
10 0111 0 0111
11 1110 1 1111
12 111t 1 1110
13 1101 1 1100
14 1001 1 IOOORO

Table 2. The primary modifications of the encoder circuit
in Fig. 2 needed to change a parameter

The value
Parameter used for New The cucuits of Fig. 2
to be changed  the cucurt viue that require modification
kg 2

1  Generator kq. (8) £ix) The PLA of the Product
poly nomaal Unit needs to be

changed

2. The finite (.'l-‘(Zs) GF(2™) Al registers are mabit
tield used ressstors, except Q1s a

(m - 1)-bit reuster. A

©  divde-by-m counter s
used. (The generator
polynomial may not be
changed.)

3 troc- 16 ! 2¢-2 shift registers are
correcting required in the Re-
capability ma.nder Unat. (The

g nerator polynomial s
also changed.)

4  Number ot 213 k None 1s changed, since
intormation k 15 implicitly contained
sy mbols in the control signal LM
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Fig. 4. The signals of DIN, LM, CLK, 41, 42, START, and DOU™
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Fig. 9 Layou!ofthe (255 223) HS-encrder chip
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Appendix A

In this appendix all 256 elements in GF(28) are listed in Table A-1. These field elements are expressed in both the normal basis
and its dual basis.

Table A-1. Representations of elements in GF(2°)

Power Elements E.lements Power Elements , E.lements
) in notina! ) in dual ) in normel Tr(e) in dual
/ base base d base base
. 00000000 0 00000000 3s 11101000 0 00110111
0 00000001 0 of11n 36 01010111 0 01101110
| 00000010 1 1111111} 37 10101110 1 11011100
2 00000100 1 11111110 8 11011011 1 10111000
3 oooolo0n 1 11111101 39 00110001 0 01110000
4 00010000 1 11111010 40 01100010 1 11190000
S 00100000 1 11110101 41 11000100 1 11000001
6 01000000 1 11101010 42 00001111 ' 10000011
7 10000000 1 11010101 43 00011110 0 00000110
8 10000111 1 10101011 44 00111100 0 00001100
9 10001001 0 01010111 45 01111000 0 00011000
10 10010101 i 10101110 46 11110000 0 00110000
1 10101101 0 01011100 47 01100111 0 01100001
12 11011101 1 10111001 48 11001110 1 11600011
13 00111101 0 01110011 49 00011011 1 10000111
14 0111101v 1 11100111 50 00110110 0 00001110
15 11110100 1 11001110 51 01101100 0 00011100
16 01101111 1 10011100 52 11011000 0 00111000
17 11011110 0 00111001 53 00110111 0 01110001
1h 0C111011 0 ¢1110010 54 01301110 1 11100b, .
19 01110110 1 111000 5S 11011100 1 11000110
20 1110.100 1 1100100! 56 001111113 1 10001100
21 01011111 1 10010011 57 0111110 0 00011001
22 10111110 0 00100110 58 11111100 0 00110011
23 11111011 0 01001101 59 01111111 0 01100110
24 01110001 1 10011010 60 11111i10 1 11001100
25 11100010 0 00110101 61 01111011 1 10011000
26 01000011 0 01:01010 62 11110110 0 00110001
27 10000110 I 11010100 63 01101011 0 01100010
28 10001011 1 10101000 64 1170110 ) 11000100
29 10010001 0 01010000 65 0V101011) 1 10001000
30 10100101 1 10100001 66 01010110 0 00010001
n 11001101 U 01000031 67 10101100 N 00100011
L) 001110t 1 10000110 68 1011 0 u100V119
33 00111010 0 00001101 69 1. 1001 1 10001101
34 01110100 0 0vol1011 70 01110010 0 00011010

82
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Table A-1 (contd) OF POOR QUALITY
Power Flements E_lements Power Elements Elements
y in norma Treed) in dual p in normal Tre) in dual
base base base base
7 11100100 0 00110100 112 01000111 1 10010100
72 €.001111 0 01101001 113 17701110 0 00101¢ 3
73 10011110 1 11€10011 114 10011011 0 01010010
74 10111011 1 10100111 115 10110001 1 10100101
75 11110001 0 01001111 116 11100101 0 01001011
76 01100101 1 10011110 117 01001101 i 10010110
7 11001010 0 00111101 118 10011010 ()} 00101103
78 00010011 0 01111010 119 10110011 01011010
79 0010010 1 11110100 120 11100001 1 10110101
80 01001100 1 11101001 121 01000101 0 01101011
81 10011920 1 11010010 122 10001010 1 11010111
82 10110111 1 10100100 125 10010011 1 10101111
83 11101001 0 01001000 124 10100001 0 01011111
84 0101010} 1 10010001 125 11000101 1 10111110
8s 10101010 0 00100010 126 00001101 6 01111100
86 11010011 0 01000101 127 00011010 1 11111000
87 00100001 1 10001010 128 00110100 1 11116001
88 01000010 0 00010101 129 01101000 1 111°0010
89 10000100 0 00101013 130 11010000 1 11000101
90 10001111 0 01010110 131 00100111 1 1000° 411
27 10011001 1 1010110! 132 01001110 0 00010110
92 10110;01 0 01011011 133 10011100 0 00101100
93 11101101 1 i0110110 134 10111111 0 01011001
94 01011101 0 01101100 135 11111001 1 0110010
95 10111010 1 11011000 136 01110101 0 01100100
96 11110011 1 10110000 137 11101010 1 11001000
©7 01100001 0 01100000 138 01010011 1 10010000
98 11000010 1 11000000 139 10106110 0 00100001
99 0000001 } 1 10000000 A, 140 11001011 0 01000010
100 00000110 0 110000001 A, 14} 00110001 1 10001
101 00001100 0 00900011 142 0100010 0 00001010
102 00011000 0 000C0111 143 1000100 0 000; 0100
103 00110000 0 0000111, 144 106 1000 0 00101000
104 01100000 0 00011111 143 10010111 (i} 01010001
10¢ 11000000 0 ¢ 146 10101001 1 10100010
106 00100111 r 01111110 147 11010101 0 01000100
107 00 1110 11111100 148 00101101 1 10001001
108 00011100 11111001 149 01011010 0 00010010
109 00111000 | 11110010 150 10" 10100 0 00100100
110 01110000 | 11100101 i51 11101111 o 0170100
(i 11100000 ! 11001010 152 0101100! 1 10010010

3
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Table A1 (contd)

Power F-:lemems . Flements Power Flements l’:lunenu

p in norm-s Trie!) in dual p in normal Trie) in dual

base base base base

153 10110010 0 00100101 194 01001001 0 01101000
154 11100011 0 01001010 195 10010010 1 11010000
155 01 11001 1 10010101 196 10100011 1 10100000
L 29010 0 00161010 197 11000001 0 01000000
15, 150011 0 01010101 198 00000101 1 10000001
15¢ 10000001 1 10101010 199 00001010 0 00000010 A
159 10030101 0 01010100 200 00010100 ()} 0000010C A
160 10061101 ' 10101001 201 00101000 0 00001000 2,
161 1001110} 0 01010011 202 01010000 0 00010000 X,
162 10111101 1 10100110 203 10100000 0 00100000 A,
163 11111101 0 01001100 204 11000111 0 01000001
164 01111101 1 10011001 205 00001001 1 10000010
165 11111010 0 00110010 206 00010010 0 00000101
166 01110011 0 01100101 207 00100100 0 00001011
167 11100110 1 11001011 208 01001000 o 00010111
168 01001011 1 10010111 209 10010000 0 00101111
169 10010110 0 00101110 210 10100111 0 01011110
170 1010161% 0 01011101 211 11001001 1 10111101
17 11010001 1 10111010 212 00010101 e 01111011
172 00100101 0 01110100 213 00101010 1 11110111
173 01001010 1 11101000 214 01010100 1 11101110
174 10010100 1 11010001 215 10101000 1 11011101
175 10161111 1 10100011 216 11010111 1 10111011
176 11011001 0 01000111 217 00101001 0 01110111
177 00110101 1 10001110 218 01010010 1 11101111
178 01101010 0 00011101 219 10100100 1 11011110
179 11010100 0 00111011 220 11001111 1 10111100
180 00103111 0 01110110 221 00011001 0 01111000
181 01011110 1 11101100 pry) 00110010 1 11110000
182 10111100 1 11011001 223 01100100 1 11100001
183 111111 1 1011001 1 224 11001000 1 11000010
184 01111001 0 01100111 225 00010111 1 10000100
185 11110010 1 11001111 226 0010110 0 00001001
186 01100011 1 10011111 227 01011100 0 00010011
187 11000110 0 00111110 228 10111000 0 00100111
188 000010* 1 0 01111101 229 11110111 0 01001110
189 00010110 1 11111011 230 01101001 1 10011101
190 00101100 | 11110110 231 11010010 0 00111010
191 01011000 1 11101101 232 00100011 0 01110i01
192 10110000 ! 11011010 233 01000110 1 110101
193 110011 | 10110100 234 10001 100 1 11010110

C-L



Table A-1 (contd)

Powet i Tra) oy “;"' .f.".’.’l'.’:i‘. Tred) in dual
: base base base base
238 10011111 1 10101100 245 oLilil00 | 11100110
236 10111001 0 01011000 246 11111000 1 11001101
37 11110101 1 10110001 247 ottio111 1 10011011
238 01101101 0 01100011 248 11101110 0 00110110
239 11011010 1 11000111 249 01011011 0 01101101
240 00110011 1 106001111 250 10110110 1 11011011
241 01100110 0 00011110 251 11101011 1 10116511
242 11001100 0 V0111100 252 01010001 0 01101111
243 00011111 0 01111001 253 10100010 1 11011111
244 0011110 1 11110011 254 1100011 1 10111111




Appendix B

The binary mapping matrix for ¥ = a!! of the (255, 223) RS-encoder is given by

J 1
L [}

[ - ~ ” < w [ -3
(S Sl NG ST A G G Sl S S S Sl Sy Sy Sy
L
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J. Katz
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The subject of power combining of semiconductor lasers is reviewed. Several methods
of cohkerent power combining are described and compared. A comparison is also made
between coherent and incoherent power combining, and important operational character-
istics are considered. It is found that in communication links with demanding require-

ments coherent power combining is necessary.

l. Introduction

The growing interest in optical communications for free
space applications (e.g.. deep space, intersatellite links)
(Refs. 1-3) has increased the need for appropriate light emitting
sources. As discussed in an earlier report (Ref. 4), semiconduc-
tor injection lasers are excellent candidates for this application,
particularly because of their very long lifetimes, high efficiency
and small size and weight. Their drawback is that in high
power (about 1 watt average) applications, a single device
cannot radiate all thc power needed in a stable radiation
pattern and frequency. In the above-mentioned report (Ref. 4)
and in subsequent ones (Refs. 5, 6), several aspects of solving
this problem via mutal phase locking of several lasers through
overlapping fields were analyzed.

It is the purpose of this report to review the general prob-
lem of power combining of semiconductor lasers by coherent
and incoherent methods. Section Il compares several methods
of coherent power combining, namely mutual coupling (dis-
cussed before), injection locking and amplification. Regenera-
tive amplification is also mentioned. The various methods are
briefly described and then compared on the basis of several
important operational characteristics, such as locking range,

power efficiency, thermal considerations, reliability, mono-
lithic implementation, realization of two-dimensional con-
figurations and the need for additional components. It is
found that all the coherent methods are similar in their prob-
lems and performance, although cohereat amplification might
be somewhat better. Section llI compares cohereat and
incoherent power combining. Again the two methods are
briefly described and then compared on the basis of the spatial
and spectral characteristics of their resulting radiation. It is
found that although incoherent power combining is easier to
implement, the significant advantages offered by coherent
power combining seem to justify the additional efforts needed
to realize devices based on these methods, especially in systems
whose designs impose stringent requirements on beam direc-
tivity and optical background noise immunity.

il. Comparison Between Methods of
Coherent Power Combining

In this section three methods for coherent power combin-
ing, namely mutual coupling, injection locking and amplifica-
tion are discussed. The schematic configurations of these
methods are shown in Fig. 1. The common feature of all these
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methods is the establishment of some coherent interaction
between all the elements of the array.

in the case of mutual coupling (Fig. 1a), no laser in the
array has a privileged status. There is a certain amount of
coupling among the lasers, which, under certain conditions,
results i1, their synchronization. This method has been analyzed
(Ref. 5) and demonstrated (Refs. 4, 6). In particular, it was
found that phase-locking requires that the following inequality
be approximately satisfied:

2|8
w

<l )

0

Aw is approximately equal to the rms deviation of the lasers’
oscillation frequencies from the “center-of-mass™ frequency
wg of the armay and £ is a dimensionless parameter describing
the strength of the coupling interaction (Ref. 5). In the case
of coupling due to field overlap of lasers which are in close
proximity, { can assume in AlGaAs lasers the maximum
value of (Ref. 5).
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where d is the distance between individual lasers of the array
in micrometers. Coupling due to other mechanisms (e.g.,
diffraction) is also possible.

Injection locking of lasers (Fig. 1b) is obtained by similar
physical mechanisms. In this case, however, there is a master
laser oscillator. Portions of its emitted radiation are coupled
simultaneously into all the other lasers in the array, forcing
them to oscillate at its frequency. There is no coupling among
the lasers in the array and b coupling from the array back
into the master laser. Injection locking was analyzed in elec-
trical oscillators (Ref. 7) and in lasers (Ref. 8), and has been
experimentally demonstrated in lasers (Ref. 9). The condition
for injection locking of two lasers can be expressed as (Ref. 7):

173

a _m
oF

0

I

2 3

! <

£

where Aw is the difference between the (radian) frequencies
of the master laser and the array element laser, Em is the
electric field strength of the master laser oscillator, § is the
fraction of it that is coupled to the array element laser whose
electric field strengih is £, and the figure of merit of its cavity

is Q.

Cohserent amplification (Fig. 1c) is similar to injection Jock-
ing: in both cases there is a master laser-oscillator. However, in
the case of coherent amplification, the elements of the array
are only gain-elements (i.e., amplifiers) without feedback.
(This is accomplished by coating the laser mirrors with anti-
reflection coating thus uliminating its feedback mechanism.)
Light generated in the master laser-oscillator is split and fed
simultaneously into all the gain elemeats, where a travelling-
wave amplification is employed. The amplified outputs of the
amplifiers are automatically phase-locked (provided, of course,
that the output of the master oscillator is coherent ove- its
near-field pattern). Amplification in semiconductors has been
analyzed (Ref. 10), and the operation of coherently amplified
GaAs homojunction devices has been demonstrated (Ref. 11).

An intermediate case between injectiondocking and .. her-
ent amplification occurs when the gain elements in the array
do have some amount of feedback, but it is insufficient to
produce lasing; ie., they operate as regenerative amplifiers
(Ref. 12). Since the added complexity in implementing this
method (the regenerative amplifier has to be viased very
accurately just bclow the lasing threshold) does not yield
improved performance over either regular amplification or
injection locking, it will not be further considered here.

Schematic configurations of the above methods are shown
in Fig. 1. In the following paragraphs they are compared from
the aspects of locking range, power efficiency, thermal consid-
erations, reliability, monolithic i lementation, realization of
two-dimensional configurations and the need of additional
comporents.

A. Locking Range

We are considering the problem of the range of frequencies
Aw/w, over which phaselocking can be maintained. In the
case of mutual locking (Eqgs. 1, 2), and for lasers that are
spaced about d = 5 um apart, the result is 2IAw/w°!€
3+ 107, For injection locking (Eq. 3) with £, = E, @ = 10°
and & = 0.1, we obtain 2 | Aw/w; | § 107°. Since the actual
requirement for phase-locking in the case of mutual coupling
can actually be somewhat more stringent than the one ex-
pressed in Eq. (1) (Ref. 5), both methods have basically the
same locking range. (This result applies also in the case of
regenerative amplifiers.)

B. Power Efficiency

Under optimized conditions, a/l the coherent phase-locking
methods basically have the same power efficiency. The reason
is that the photon density distribution in semiconductor lasers
that are optimized for power efficiency is v.ry similar to the
photon density distribution in .-avelling wave amplifiers
(Ref. 13). Second-order differences between the methods



result from different coupling losses among the lasers or
between the maste.-laser oscillator and the rest of the array.

C. Thermal Considerations

One of the problems in mutual coupling is that the lasers
have to be put in close proximity (several micrometers) to
one another so that sufficient coupling will be established
among them (Ref. 5). This aggravates the problems of removing
excess heat generated in the laser junctions and ohmic con-
tacts. This problem can be mitigated by employing
injectionocking or amplification, since in this case no
mutual coupling has to be established among the elements
of the array, and thus they can be placed further apart.
However, doing that presents two new problems. First
problem is that of efficient coupling from the master-laser
to the array. Thus there is a tradeoff between thermal
performance and the number of elements that can be
locked, and the optimum configuration must be found in
each case. The second problem is that as the array elements
are further apart than in the mutual-coupling case, the
increased separation causes the radiation pattern of the
array to have more grating sidelobes (see next section).

D. Reliability

The mutual coupling aprroach is potentially more reliable
than the other approaches since the performance of the entire
array can, in principle, be desicned in such a way that it is not
crivically affected by a failure of a single element. In the casc
of either injection-locking or amplification, failure of the
master laser-oscillator means failure of the wnole array. How-
ever, since the reliability of semiconductor laser devices is
adversely affected at elevated temperatures, the actual advan-
tage of the mutual coupling method can become insignificant
because of its potentially inferior thermal characteristics.

E. Monolithic implementation

Because of their simpler configurations, arrays based on
mutual coupling are somewhat more amenable to monolithic
integration than arrays which use injection locking or coherent
amplification.

F. Realization of Two-Dimensional Configurations

This parameter is important for achieving reduction of the
far-field pattern of the array in both “irections (see next
section). Generally, arrays based on injection locking or on
coherent amplification can be more readily arranged in two-
dimensional cenfigurations (with a probable penalty of
mcreased losses in the coupling from the maser laser).

G. Additional Components

In all the coherent methods a phase-ghifter in tandem with
each array element is reeded so that the individual phases
(which are locked, but not necessarily at the desired values)
can be modified to yield the desired radiation pattern. In
addition, when employing injection locking or coherent
amplification, there is also a need of optical isolators so that
light that 1s generated by the array elements will not be coupled
back into the master laser and thus interfere with the overall
operation of the array. Such isolators can introduce some addi-
tional losses in the coupling from the master laser oscillator.

Before concluding this section it is important to note that
the choice of the optimum method depends on the overall
system parameters. Since there is no single coherent power
combining method with decided advantages over the others, a
detailed comparison between the coherent power combining
method has to be carriea cut in any case of a particular gsystem
design. However, all other things being equal, it seems that the
coherent amplification method is somewhat better than the
other methods, delivering essentially the same performance
without having to satisfy the additional and rather stringent
requirement for synchronization of two (or more) oscillators.

. Comparison Between Coherent and
Incoherent Power Combining

In this section a comparison between coherent and inco-
herent methods of power combining of semiconductor lasers is
carried out. In order to review the basic differences between
the two approaches, a simplified one-dimensional analysis is
first presented.

Assume a set of M identical lasers at locations {d,}, n=1,
2. ... M. The near-field pattern of each iaser (i.e., the field
distribution at its output facet) is denoted by &(x)e®n
where & and ¢ are the field amplitude and phase, respectively.
The near-field of the whole array &, is thus given by

M .
Ex = Y Ex-d)e’n (4
n=1

In the case of coherent power combining, the ¢,’s in
Eq. (4) are fixed nwm. -rs. The far-field intensity distribu-
tion of the array (i.e., ns radiation pattern), /., is approxi-
mately given by (Ref. 114,15)
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where 0 is the far-field angle and JF{o} denotes a Fourier-
transform operation.

In the case of incoherent power combining, the ¢,’s in
Eq. (4) are random variables. We can assume that over all the
relevant time periods, the random fluctuations of the ¢,'s
are fast enough so that the cross terms that appear when
calculating the intensity average to zero (for vxample, even
wavelength separation of 1A at A=1 um corresponds to
30 GHz, which is much faster than typical detector band-
widths). The far-field intensity pattern in this case is

1,,,0) = MIF{EE)}cosb 2 ©

As expected, no cross-interference terms are present, and the
far-field pattern of the incoherent array is an amplified version
of the far-field pattern of its elements.

In the following paragraphs a comparison between coherent
and incoherent power combining of semiconductor lasers will
be made. In two important aspects, namely, improved radia-
tion pattern and spectral distribution, coherent power com-
bining has a significant advantage over incoherent power com-
bining. Several advantages of incoherent power combining will
also be presented.

A. Far-Field Pattern

From Eq. (5), which describes the case of coherent power
combining, it is anticipated that by a judicious choice of the
d,’s and adjustment of the ¢,s, the resulting beam pattern
can become narrower. in a similar fashion to microwave phased
arrays. The reduction of the angular extent of the beam
pattern is an impoitant feature of coherent power combining,
since narrower beams make the task of subsequent beam nar-
rowing foi high-directivity free-space transmission much easier.
(It should be emphasized that two-dimensional arrays are
aeeded to obtamn a reduction of the far-ficld beam pattern in
both the horizontal and vertical planes.)

As a simple illustrative example, we describe the near-field
profile of a single device by

‘Eo ix| <a
“(x) = @)

lO x|l >a

The incoherent far-field intensity pattern is calculated from
Egs. (6) and (7) to be

lm(G) = 45 Eé M cos? 8 sing? (27! -;~ sin o) (8)
where sinc(£) = (sin Z)/Z. The far-field intensity of the coher-

ent array 1s calculated in a sunilar fashion from Egs. (5) and
(7). For the case of v, = 0 and d" =+ d, the result 1s
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The distributions described by Egs. (8) and (9) are shown
in Fig. 2a for the following values uf parameters: A = 0.9 um,
a=2um,d =9 umand M = 10.

The three important features of the far-field patterns, as
deduced from Eqgs. (8), (9) and shown in Fig. 2a, are:

(1) The intensity of the radiation in the forward direction
(0 = 0) is increased by a factor of M *y using coherent
instead of incoherent power combining.

(2) Under the same conditions, the angular extent of the
forward direction radiation lobe is reduced by a factor
of (Md/[2a).

(3) Coherent power combination is accompanied by the
presence of grating lobes. Some of the problems of
energy waste and pointing ambiguity associated with
them can be mitigated by randomizing the locations
of the array elements (Refs. 16-18). A calculated
example is shown in Fig. 2b. All the parameters of the
array are the same as beiore, but now the location of
each element is randomly distributed within 2 um of
its deterministic location. (In the case of mutual coupl-
ing, sufficient coupling should be maintained also in
the new random locations.) It is clearly seen that the
level of sidelobes is significantly reduced. The improve-
ment increases with the number of elements of the
array and with the amount of randomization allowed
in their locations.

B. Spectral Characteristics

Semiconductor laser materials have wide gain linewidths,
and thus they can support lasing modes over the range of
many angstroms (Ref. 19). When we have an incoherent array
of lasers, then even though each of them has an (almost) iden-
tical spatial peam pattern, the lasing wavelength will differ
from one laser to another, due to minor differences in their
lengths, curients, etc. In order for the receiver to collect all
the spectral content (i.e., energy) of the received signal, a wide
optical filter has to be used, with the unavoidable consequences
of admitting more background radiation noise into the system.
Systems employmng phase-locked arrays, on the other hand,
can use much narrower optical filters at the receiver — pro-
vided, of course, that the array elements and the array itself
oscillate in a single longitudinal mode (i.e., a single spectral
line). Single longitudinal mode operation has been demon.
strated in many types of laser diodes (Ref. 20) and in laser



diodes placed in external cavities (Ref. 21), and it is con-
ceivable that when these diodes are used as elements in the
array, it will oscillate in a single longitudinal mode. The
narrower optical filter banawidths which can be used in
conjunction with coherent arrays can result in a significant
reduction (up to several orders of magnitude) in the amount
of background noise radiation detected by the receiver.

It is also worthwhile to mention some practical considera-
tions pertaining to the use of operation of optical filters.
Although the inherent laser linew..'th is very narrow — less
than 1073A (Refs. 20, 22) — such narrowband optical filters
cannot be implemented yet. As of today, the best demon-
strated filters have bandwidths of the order of 107! A
(Ref. 23). They can also be electronically tuned, which is
necessary for compensating wavelength drift due to dop-
pler shifts and temperature varfations at the transmitter.
(AlGaAs sem‘conductor injection lasers have wavelength
temperature variations of the order of 0.5 to 4A/K.)

C. Advantages of Incoherent Power Combining

Incoherent power combining is much easier to implement
than coherent power combining, and that is its basic advantage.

No effort has to be made in order to synchronize the lasers, no
external optical components (e.g., phase-shifters, isolators)
are needed for the array implementation, the thermal perfor-
mance is potentially betier, and two-dimensional configura-
tions are easier to construct. The design of an incoherent
array is free from the many constraints imposed by the require-
ment of phase-locking. However, although incoherent power
combining is easier to implement, the significant advantages
offered by cohereut power combining (namely, improved
power directivity and narrower spect:al extent) seem to justify
the additional efforts needed to reatize devices based on these
methods.

IV. Conclusions

Methods of coherent and incoherent power combining of
semiconductor lasers have been described. It was found tha*
although incoherent power combinirg is easier to implement,
the significant advantages offered by coherent power combin-
ing seem to justify the additional efforts needed to realize
devices based on this method. This conclusion is true, parti-
cularly in systems which require very high beam directivity
and narrow spectral range of the transmitted radiation.
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Fig. 1. Schematic configuration of coherent power
combining methods: (a) mutual coupling, (b) injection
locking (the array elements are lasers), (c) coherent
amglitication (the array elements are amplifiers).
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This report describes recent progress in the experimental program for demonstrating,
in the lab, an energy-efficient optical communication channel operating at a rate o 2.5
bit: 'detected photon. Results of the uncoded PPM channel performance are presented.
These results indicate that the above throughput efficiency can be achieved not only with
a Reed-Solomon (255, 191) code as originally predicted, but with less complex (255, 223}

code as weli.

I. Introduction

The purpose of this report is to describe the progress in the
experimental program by demonstrating in the iab an energy-
efficient optical ¢ ymmunication channel operating at a rate of
2.5 bits/detected photon. The overall scope and analysis of the
program. including phase-I experimental results, were described
in an earlier report (Ref. 1), and the more general aspects and
advantages of free space nptical communications can be found
in Refs. 2 and 3.

For the sake of completeness, the block diagram of the
demonstration system (Ref. 1) is shown in Fig. 1. The optical
portion of the syster -onsists mainly of a gallium arsenide
s>miconductor injection laser and a direct detection photo-
multiplier tube. Surrounding the optoelectronic components
are the modulation and coding hardware, namely, a 256 slot/
word PPM mocdulation/demodulation system and an 8-bit
Reed-Solomon encoding/decoding system, respectively. The
demonstration program is divided into four phases, asindicated
in Fig. 1. Phase ! (Ref. 1) involved only the PMT and its asso-
ciated preamplifier and was concerned with characterizing the

dark current ncise Jistribution of the detection system. This
report describes phase II (measuring optical pulse erasure and
error statistics) and phase HI {measuring PPM word error and
word erasure probabilities). The final phase (not described
here) will encompass the coding hardware and will demon-
strate the 2.5 bits/detected photon goal.

The outiine of this report is as follows. In Section Il the
calibration of he optical link is described. Correct calibration
is essenta! for a relevant comparison between theory and
experiment and a meaningful evaluation of the channel per-
formance. Section Il is concerned with the prise detection
statistics of the photomultiplier tube (PMT). {inallv. Sec-
tion IV presents the results of the uncoded PPM li, <. The
modulation scheme used is 256 slots/wotd PPM, transmitted
at a rate of 39,062 words/sec, which corresponds to an uncoded
data rate of 312 kbits/sec. This rate is more than twice the
benchmark rate of Voyager at Jupiter. Projecting from the
experimental results of th» uncoded PPM into the coded per-
formance, we can predict with greater confidence that the
energy efficiency goal of 2.5 bits/detected photon can be
achieved.



il. Calibration of Optical Link

The caiibration of the optical link is a crucial step in the
experiment, since in order to determine the absolute perfor-
mance of the system in terms of bits/detected photon, the
number of detected photons must be determined as accurately

as possible.

The optical setup inside the darkroom enclosure is shown in
Fig. 2. The light emitter is a GaAs injection laser diode (Mitsu-
bishi, TIS type: model ML-3001). It emits light in a single
spatial and longitudinal mode. The lasing wavelength of the
laser diode used in this experiment was around 0.81 um. The
current flowing through the laser (i, ) is monitored with a cur-
rent probe (American Laser Systems. model 711), and the
power emitted out of the iaser (PL) is monitored by a photo-
diode which is included in the laser package (not shown in
Fig. 2). These two parameters (i, and P, ) are not important
for this particular experiment, but they have to be monitored
0 as to not exceed the absolute maximum range ratings of the
device. The light emitted by the laser is collimated by a lens
and passed through an iris diaphragm which limits the spatial
extent of the beam to dimensions smaller than those of the
photomultiplier tube (PMT) photocathode. A cube beam-
splitter diverts part of the laser radiation into a calibrated
photodiode (UDT. model PIN-10), which monitors the actual
amount of light entering the photomultiplier tube. The other
portion of the light is attenuated by neutral density filters
(and, to some extent, also by other glass surfaces which are
present in front of the photocathode, oz . PMT faceplate,
PMT housing window). The signal of the calibrated photo-
diode is amplified and displayed on an oscilloscope. The out-
put signal of the PMT is amplified and fed into a counter
(HP5370A). By a straightforward calculation one can find
that the number of photoelectrons counted per second N, is
related to the photodinde voltage signal displayed on the

1

o e ope Vo, by the tullowing formula

T
N:nA(E)DPV
v = Zaohel, PPV M

where n is the quantum efficiency of the PMT's photucathode,
A is the radiation wavelength, (7/R) is the ratio between the
intensity of the wave transmitted by the beamsplitter to the
intensity of the wave reflected by it, Z 1s the impedance seen
by the photodiode, 4 is the amount of amplification of the
photodiode signal, a is the responsivity of the photodiode, &
is Planck’s constant, ¢ is the vacunm light velocity, L is the
total amount of attenuation (1., the ratio between the power
transmutted by the beamsplitter and the power incident on the
PMT photocathode), DF is the Juty factory of the light signal,
and P, 1s the probability of counting a photoelectron onge it
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is released by the photocathode. In our case A=0.81pum,
(T/R) = 32/68, Z = 5082, 4 =100, 0 =03 A/W, and 1 =0.16.
Using these parameters, Eq. (1) reduces to

o 0P, ,
N, =205-10 _L__VP‘ )

The attenuations of the individual filters were measured
and calibrated separately. The overall attenuation — which
was typically of the order of 50 to 70 dB — was obtained by
using a stack of filters. Several sets of filters of different makes
and types (both absorption and reflection) were used in order
to assure that the results do not depend on a particular set
where interference-type interactions between the elements
might change the overall attenuation. All the calibrators of the
beam-splitter and filters were done at the actual laser wave-
length. Also, in order to prevent errors due to undetected
problems in certain devices, the measurements were repeated
for two photomultiplier tubes, two laser diodes, and thc cali-
brated photodiode response was compared to that of another
calibrated photodiode. Finally, in order to virtually eliminate
the effect of P,. the system operated in the region where
P,~ 1. This corresponds to tae experimental condition of
setting the gain of the PMT as high as possible (<107). while,
at the same time, reducing the counter threshold as much as
possible but still without having significant contribution of
thermal-Gaussian noise.

Before concluding this section we want to comment on the
strength of the optical signal used. In order to make intrinsic
noise contributions insignificant and to increase the quality of
the average estimates, the number of signal photons was made
much larger than the number of dark counts. The upper limit
on the signal strength was set by PMT reliability considerations
(the absolute maximum rating is about 6 « 10° photoelectrons/
second) and by the need to minimize the probability that two
detection events partly or totally overlap so they are counted
as one event. Typical values were around 10* - 5 - 10° photo-
electrons/second.

The experimental calibration measurements were in accord-
ance with the calculated results. The experimental error is
about 10- 15%, and is due mainly to inaccuracies of the
measurements of the optical attenuation and the estimate on
the quantum c.¥iciency. especially due to its dependence on
temperature.

. Single Pulse Detaction Statistics

This section describes the experiment of measuring the
probability P, of correctly detecting the presence of incident
laser light during a time slot. The basic experimental setup is



shown in Fig. 3. The laser driver is a HPSO03A pulse generator.
The optical system is the same as that shown in Fig. 2. The
photomultiplier tube is an RCA model C31034A. which hasa
GaAs photocathode and is the best commercially available
PMT for the 0.85-um region of the spectrum. The preampli-
fier is an ORTEC model 9301 (gan = 10, beandwidth =
150 MHz), and the final amplifier is one specifically designed
and built zround a nA733 video amplifier. It can operate in
different gains and bandwidths, but the nominal values used
in the experiment were a gain of 80 and a bandwidth of
80 MHz. Its RMS input noise over a 100-MHz bandwidth is
30 4V, and although it has 3 smaller bandwidth than the
[P461 amplifier used in phase | of the experiment (Ref. 1),
its overall performance is better because of its higher dynamic
range and better saturation characteristics. In some experi-
ments we also used a Comlinear model CLC-102 video ampli-
fier, which has a 250-MHz bandwidth, and the resuits obtained
were similar. The delay unit used was a HP8013A pulse genera-
tor. 1t is needed to synchronize the time-slot clock with the
received light pulse. The computing controller used for averag-
ing the counts uver long periods was a HP9845C. The detector
unit used was one specifically designed and built for this
experiment. In Ref. | the performance of a detector which 1s
based on an integrate-and-dump procedure was suggested and
analyzed. Because of "wo reasons we did not employ ths
detector structure n our expenment. First, it 1s difficult to
realize integrate-and-dump circuitry at the needed speeds.
Secondly, and more wmportant, the tegrate-and-dump
schee is not the optimum detection method, since ty pacally
the signal is prusent only over a simall fraction of the ume slot,
while the noise 1s integrated over the entire slot. The actual
detector circuit used i our experiment employed hard-decision
in cach time-slot, and 1t produced reasonable results. The sub-
ject of the optumum detection scheme for this ty pe of receved
signal s still an open issue and 1s under investigation.

In the expeniment the laser diode was pulsed n a duty ¢y cle
of 1/256. with pulses of 100-nS duration (ie.. 39,062 puises
per second). Figure 4 shows several examples of the amplified
PMT output under illumination intenaty level corresponding
to approximately one photoclectron per 10008 iime slot.
The different signals occutnng in each case are due to the fact
that they are sample functions of the gencrating Poisson pro-
cexs The expenmentai value ot P,  was deternuned by dividing
the average number of time slots per second where a signal was
detected by 0062

In Fig 5, the probability P, of detecting the maendent hight
18 shown as a function of the average ntensity of ight measured
i detected photons (1e., photoelectrons) per slot The param-
cter on the curves in ths figure s the PMT gain. The threshold
value ot the detector was set at 80 mV., which 1s just abov: the
value where thermal nose becomes significant. We see that for

N, = 3.2 detected photons/slot, which corresponds to 2.5 bits/
detected photon when using 8-bit PPM, we can obtain detec-
tion probabilities P, exceeding 90%. The experimental results
are upper bounded by

-N,
Py =1-e"° (3)

which is the result for the ideal counter.

Figure § should be compared with the receives operating
cutves of Ref. 1. Since an erroneous noise variance was used in
Ref. 1. we are using for comparison the corrected results of
Ref. 4. In particular, Fig. 7 of Ref. 4, combined with our
experimental results from Fig. S, is shown in Fig. 6. It is
interesting to note that the experimental results — using the
hard decision detector - are very similar to the theoretical
results — using the integrat¢-and-dump scheme. The subject of
the theoretical analysis of the hard decision detector is under
current investigation.

IV. Uncoded PPM Performance

This part of the experiment constitutes the third phase of
the experimental program. The experimental setup is shown ia
Fig. 7. The synthesizer used as the master clock is a SYNTEST
model SI-102. The frequency was 39,062 Hz, which corres-
ponds to 100-ns time slots in a 256-slots/word PPM configura-
tion. The PPM modulator/demodulator is an instrument
designed and built specifically for the 2.5-bits/detected photon
program, and its functions and performance are the subject of
a separate report (Ref. 5). Since 1t contains almost all the
necessary performance diagnostics, no additional 2quipment
(except for the “AND™ gate) was needed for the error rate
measurements. These diagnostics include indications of PPM
word errors as well s indications of the number of slots
detected dunng each word period (i.c.. 0 (erasure), 1 (single),
2 (double) or >2 (overflow)). The “"ANL" gate 1s needed in
order to synchronize these indications with the demodulator
“strobe™ output. The remainder of the equipment used in this
setup was described 1n the last two sections.

In the experiment the laser diode was pulsed (1,256 duty-
factor; 100-ns slot time). end the number of the various events
(errors, erasures, etc.) was counted. We found that in our case
we are himited by crasures, which outnumber errors by more
than one order of magntude. The validity of this condition
needs to be checked In any new situation (e.g.. space-based
recewvers), since the performance of the Reed-Solomon decoder
degrades when the ratio of erasures to errors Jecreases. It
should be noted that only the information was transnutted
optically , the synchronization signals were hard-wired between
the modulator and the demodulator.



The results of the measurements are shown in Fig. 8, which
depicts the bit error probability P, as a function of the average
number of detected photons per siot N,. with the PMT gain as
a parameter. Also shown on the graph is the lower bound

1
J~_1_e 3 (4)

which is the expression of the ideal photon counter. We see
that the experiment results are not too far from this bound.

Figure 9 compares the three results. i.c.. the ideal photon
counter. experimental results, and the integrate-and-dump
detector theoretical results from Ref. | (but with the coirect
noise va.iance). under two PMT gains: 10° and 3 * 10°. For
G = 10° (Fig. 92). the experimental hard-decision results are
somewhat better than the theoretical integrate-and-dump result.
As we ncrease the gain (G = 3 * 10°, Fig. 9b). both results
move closer to the weal counter, with the (theoretical)
integrate-and-dump results somewhat better than the (experi-
mental) hard-decision results.

In order to predict the coded channel performance on the
basis of our measurements, we need the relation between the
coded and uncoded performance. This relation is shown in
Fig. 10. The various curves associated with a given code corres-
pond to different combinations of errors ard erasures.

Comparing the results of Figs. 8 and 10, we see that the
needed energy efficiency of 2.5 bits/detected photon can be
casily achieved with the rate 3/4 code at the desired bit error
probability of S * 1072, From these graphs it also seems that if
the ratio of erasures to errors is not too low, operation at 2.5
bits/detected photon can be achieved even with the rate 7,8
code which hass less complerity.

V. Conclusions

The uncoded pertormance of a laboratory optical channe]
has been demonstrated and evaluated. The results agree with
the previvusiy generated theoretical analysis. thus substantially
increasing the confidence that the energy-efficient operation
of 2.5 bits/detected photon will be achieved using a rate 3/4
Reed-Solomon code, as well as possibly with a less complex
rate 7/8 code.
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A Note on Deep Space Optical Communication
Link Parameters

S. J. Dolinar and J. H. Yuen

Communications Systems Resesrch Section

Communication link analysis at the optical frequencies differs significantly from
that at microwave frequencies such as the traditional S and X-ba - s used in deep space
applicationse due to the dvastisadly different technolog’,v of transmutter, antenna, modu-
lators, qeceners, ate. 1n gddstiop the important role thek quantum noise rlays in limiting

system performance s quite different than that of thermal noise. In this

copucal

eommunication 1s discussed in the cumiexi vl a deep space communication linfe 1he
optical link destgn 15 puu in u design control table format symilar to @ microwave fetecom
link design. Key considerations unique to the optical link are hsefl discussed.

I. Introduction

We have made a preliminary attempt to present the par-
ameters influencing the performance of a deep space optical
communication system in the same *‘design control table”
format as that used in the design of microwave systems. This
form of presentation facilitates comparison between the two
types of systenis. However, the optical and microwave systems
are .ot completely analogous, and thus the presentation must
be issued with several caveats to prevent misunderstanding.

The free space optical link differs from famihar micro-
wave hnks in that its performance is hmited by intrinsic
guantum  mechanical measurement uncertainty (loosely
termed “quantum noise’’) and, occasionally, by background
light levels, rather than by receiver thermal noise. The quan-
tum noise contributes generally non-Gaussian  statistics,
and consequently analyses of the optical and microwave
links are quite different. Performance in the case of a Gaussian
noise-limited microwave link is completely summanzed by a
signal-to-noise ratio E:/No' where £ is the received signal

energy per bit and NV, is the (single-sided) noise -pectral
density level. Unfortunately, for a quantum noise-limited
optical link, there is no comparably handy ratio that fully
characterizes performance.

It is nonetheless convenient to go ahead and normalize
the received optical energy relative to a reasonable measure
of the quantum noise level. In the optical communications
literature, it is standard to normalize optical signal energies
to units of photons. This can be loosely interpreted as a
signal-to-noise ratio, to the extent that the *“amount” of
quantum noise is roughly indicated by the energy Av of a
single photon (h = Planck’s constant, » = optical frequency).
It must be remembered, however, that this ratio is not suf-
ficient by itself to specify performance, even when only
quantum noise .s present. Performance of the optical system
depends in a complicated way on the number of detected sig-
nal photons and background photons, and also on the kinds
of signal modulation, receiver structure, and information
coding that ar> used.
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Il. Sample COptical Design Control Table

A nominal design control table (DCT) for a sample deep
space optical link is gtven in Table 1. The sample link consists
of a free space dow alina from the vicinity of Jupiter at S AU
to an Earth-orbiting relay station. Parameter values appearing
in the table are largely drawn from Refs. ! and 2, which ana-
lyzed the optical deep space link in some detail.

A brief overview of the sample optical link DCT is helpful.
The first seven entries calculate the detected power at the
receiver due to the transmitted signal. The assumed values
for transmitter power, antenna gains, and receiver losses
correspond to similar assumptions in Refs. 1 and 2, and they
represent current or foreseeable technological capabilities.
Entries 8-10 in the table estimate the net detected power at
the receiver due to typical sources of background light. In
this example, the receiver’s field of view is assumed to take
in light from either a typical point source (weak star, mag-
nitude +6) or a typical distributed source (Jupiter at opposi-
tion). Background sources as strong as these may or may not
be present in an actual application; stronger sources (e.g.,
bright stars, sun, skylight for ground-based receivers) might
also cause problems in certain configurations. Entries 11-13
normalize the signal and background power relative io the bit
rate. Entries 14-16 further normalize these bit energies to
units of photons. The last two entries calculate the link
performance and margin for the assumed modulation, coding,
and detection schemes.

A brief annotation of each of the individual entries in
the sample DCT follows:

(1) The assumed transmitter power value of 1 watt refers
to t' ¢ total power broadcast from the transmitting
antenna: i.e., it includes internal transmitter ineffi-
cie icies as well as losses in coupling the transmitter
to the antenna.

(2) The transmitting antenna gain is computed as 41rA,/)\2.
where the transmitter wavelength A is taken as 1 micron
and the etfective transmitting area 4, is taken as
1/4m?. This value of A, requires So-cm-diameter vptics
if diffraction hmited.

(3) The 2-dB pointing loss was computed Jor 1/2-urad
rms error from curves in Section 2.7 of Ref. 2. The
1/2-urad rms error level corresponds to approxi-
mately 1/4 beam width. This level was chosen as a
threshold beyond which performance degrades very
rapidly, and as such 1t represents a stringent require-
ment on pointing accuracy.

(4) Space luss is determuined from tl.e formula (47R/N)?,
wheie the assumed range sR = 5 AU.
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(5) The receiving antenna gain is computed as 4md,/A?,
where the receiving area A, is taken to be 10 m?. This
corresponds to 3.6-m-diameter receiving optics, not
necessarily diffraction-limited.

(6) Total losses at the receiving end are listed as 8 dB.
Three contributions to the figure are itemized sepa-
rately. The atmospheric loss entry of 0 dB is included
just to illustrate one of the advantages of a deep space
relay link as compared to familiar direct links to
Earth. The -1 dB receiver transmission loss and -7 dB
detector quantum efficiency correspond to factors
{, = 0.8 and », = 0.2 used ir Refs. ! 2nd 2. The factor
§, accounts for reciving » ¢ ,a losses, an:d the factor
7, refers to the probat f detecting individral
photons at the receiver.

(7) The net detected signal
sum (in dB) of entries 1 through 6.

(8) The background intensity of -97 dBm is taken from
Fig. 1-4 ai-d Eq. (1-4) of Ref. 2, assuming wavelength
A = 1 um, uptical predetection bandwidth A = 104,
and receiving area A, = 10m?2, for either of two
cases:

antry is simply the

(a) weak star, magnitude +6, or

(b) lupiter at opposition, as seen with receiver field
of view 0, = 2 urad.

The assumed field of view (for the distributed source
case) is taken to be the same as the transmitted bean-
width; it does not require diffractior limited receiving
optics.

(9) The same josses at the receiving end apply to both
signal and background power, and therefore entry 6 is
repcated here.

(10) The net detected background power entry is the sum
(in dB) of entries 8 and 9.

(11) The assumed bit rate of | Mbps is approximately
9 times the capability of the Voyager system from
Jupirer.

{12) Detected signal energy per bit £ is obtained by divid-
g detected signal power by bit rate.

{13) Detected background energy per bit E, is obtained
by dividing detected background power by bit rate.

(14) 'Quantum noise’ energy is measured by hv, as discussed
above.

(15) The “signal-to-quantum noise ratio™ E/hv is obtained
from entries 12 and 14. In the optical literature it is
conventional to use the photon information rate
p= (E,/hu)" rather than £ /hv.



(16) The “background-to-quantum noise ratio” E,/hv is
obtained from entries 13 and 14.

(17) Required E /hv represents the net effect of many dif-
ferent system paramete .. The calculation here assumes
uncoded 64-ary PPM modulation and a direct detection
receiver. A value of required E/hv = 1 (0dB) to
achieve a bit error rate of 5X 1073 is liste( in the
table. Additional performance results are discussed in
the next section.

(18) The nominal link margin of 3 dB is obtained from
entries 15 and 17.

IN. Key Uncertainty Areas and Tradeoff
Considerations

Table 1 demo: ‘rates the potential feasibidity of communi-
cating over a 5-AU free space optical link at a rate of 1 Mbps,
assuming the parameter values listed. We have attempted to
choosc values which arz not overly optimistic or conservative
for near-future optical systems. However, because of the
relative immaturity of optical technology, these numbers are
stated with much less certainty than the corresponding param-
eters in a microwave system.

There are several key areas of uncertainty concerning
parameters which dircctly affect the amount of signal power
obtained at the receiver:

(1) The assumed transmitted power of 1 watt is beyond
current technological capabilities, and further devel-
opment of efficient, high-power, narrow-beam optical
sources is needed. Advances in optimizing we power
efficiency of semiconductor mjection lasers (Ref. 3)
and in phase locking laser arra* ro produce a strong
coherent source (Ref. 4) are cuirently underway.

(2) The assumed optical antenna dimensions are modest
compared to those of corresponding microwave an-
tennas or of Earth-based telescopes, but the technology
of low weight, spaceborne optical antennas is still in its
infancy. Improvements are expected, with the experi-
ence gained from such projects as the Infrared Astron-
omy Satellite (IRAS) (Ref. 5).

(3) Very precise pointing and tracking systems need to be
developed. To keep pointing loss ieasonably low,
pointing errors must be limited to submi. >radian
levels. The nominal 2-dB loss assumed in the table
could be increased radically if this level of accuracy
is not obtainable.

(4) Required E /hv depends on many different system
paramcters, including the desired bit error rawe. the
amount of background noise, and the kinds of signa!
modulation, receiver structure, and information coding
that are used. The O-dB value assumed in the table
corresponds to a photon information rate of 1 bit/
photon. This v Jue may be raised or lowered signifi-
cantly if changes are made in tl.e system parameters.
For example, elimireting the assumed backgronnd
noise entirly would .. = renvired EJhv to -1 dB,
whereas higher baci'y.: d ..s might raise t':
required E /hv intolerably. A tightar error tolerance
viould require higher £ /hv, for instance, Eg/hv =4 dB
for a bit error rate (BER) of 1076 in the absence of
background. The requircment at this BER could be
drastically reduced via coding (e.g., to a required £,/hv
= -3 dB with a (63, 32) Reed-Solomon code) or b
using a larger number of PPM slots (e.g., requirec Eg/hv
= 1 dB for M = 4096). Ultimate capacity cf the quan-
tum limited PPM/direct detection channel is un-
bounded, and thus in principle the required £ /hv may
‘e made arbitrarily sinall at any BER but practical
limits on coding complexi., and on laser peak power
levels’ generally restrict these gains to a few dB relative
to Table 1. Presently, a laboratory effort (Ref. 6) is
in progress to demonstrate the feasibility of communi-
cating at 2.5 bits/photon with currently available
devices. Heterodyne and homodyne receiver structures
applied to the quantum limited channel have finite
capacities of 1 nat/photon and 2 nats/photon, respec-
tively (corresponding to finite lower bounds cn E /hv
of -1.6 dB and -4.6 dB), but these structures may be
preferable to direct detection in certain applications.

The following table ulustrates some of the tradeo*f issues
involved in the determination of the required E,/hv. For the
purpose of tkis illustration, a direct detection recciver + used
and background noise is assumed to be negligible. Required
Eyfhv is given as a function of the number of PPM slots (M)
and the required BER for the two cases of uncoded transmis-
sion and rate 1/2 (M - 1, M/Z: Reed-Solumon coding. By way
of comparison, the 2.5 bits/photon (£, /hv = -4 dB) laboratory
demonstration (Ref. 6) uses M = 256 and a rate 3/4 (255, 191)
Reed-Solomon code.

1At a fixed average power level (e.g., } watt in Table 1), the peak
power required of the transmitting laser increases directly with M,
the namber of PPM slots.
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Table 1. Jupiter to sarth-orbiting relay optical link

1
1
1

1!

H
1
t
1
i

Table 2

Roquared F o he o Jdi,

L B VA

&

]
1
?
3
3
s
[}
7
8

Transmitted power (1 watt)

Transmitting antenna pan (4, = 1/4 mi. A= 1 um)

Pointing lose (1/2 prad rms error)

Space loss (R = S AU A = 1 ym)

Reverving antenna gain ¢4, - 10m2, A = 1 um)
L vsses at receving end

Atmospheric loss -0dB
Recewver transmission loss -1d8
Detector efficiency -7d4B

Net detected signal power

Backgroand intensity (Jupiter at oppusition or
weak star, 10A bandwidth, 4, = 10 m2,
9, = 2 urad)

1 osses at receving end

Net detected background power

Bat rate (1 Mbps)

Det rcted signal encigy it (l:",)
Detected background encrgy /it (Fb)
“Quantum nose” (hy)

Edhv=1p)

l"b,’hv

Required ¥ he (=21/p)

Manun

30 dBm
125dB
-2dB
-330d48
141 dB
-8 dB

-94dBm

-97dB
-8dB
-105 dBm
60 dB W2
-154dBm)
~165 dB mJ
-157dBm)
3dRB
-8 dB
a8
3dn

. Required E_/h: for quantum limited direct detection of PPM signals

No Codung

T

—-

Required Fg b un dBY.AM - 1 M 2) R-S coding

M M
16 32 od 256 16 32 od 250
BIR | B R
-7 89 49 41 8 l w7 = a 30 S8
;

1-o <2 4 34 AR e 09 14 -3 -6 0
s 4 R AR 13 i T 03 19 -36 6.1
¢ 33 AR 1s 03 1 ¢ 04 24 40 64
T 1o 0q 02 1 -3 12 30 -4 66
1w 0 11 ] 1) -+ -2 19 -5 -10
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Thermal Analysis of Antenna Backup Structure
Part | — Methodology Development

D. Schonfeid and F. L. Lansing
OSN Engineering Section

An analvtic method is devised for predicting the temperature distrib.tion in tvpicel
antenaa s:ructural back-up members. The results are in good agreement with those
obtained by a numerical shooting method. The analvtic method developed in this work
nas shown a guod potential in greatly simplifving the thermal analvsis process for

complex back-up antenna structures.

i. Introduction

Future requirements tor dec, space navigation and telem-
etry  hnk commumcations point to the need for higher
frequency bands. At these higher frequencies, data rates are
better but antenna surface accutacy requirements are more
severe than those of the presently used S- or X-bands. Guided
bv the aciuracy needs, studies are now in progress on the
feasimhity of constructing large Ka-ban @ aatennas which will
use frequencies at 32 GHz or higher (Ref. 1.

The construction requirements for these Ka-band antennas
are much more demanding than those for presently used
devices. For example, the reflective surtaces must be posi-
toned ad algned much more accurately and must be
mamtamned durning the life of the antenna agamnst varving
gravity . wind, and thermal loadings. Favironmental changes
such as temperature vanations can have deletenous effects on
the antenna  pertormance.  Field  thermal measuremen:,
(Ret. 2) and analytic investgations are being conducted to
study the environmental ef*ects on the structural members of
the large 64-m antenna. In the analyvtical investigatior, which
1s the subject of this article, we are nterested in simulating the
temperature  distnibution  throughout the complex back-up

10

structural members given their physical properties, geometric
arrangement, and environmental conditions, such as air tem-
perature, wind velo-ity, and solar uradiation (insolation).

The simulation of the temperature pattern of a structural
member can be donc by “conventional” numericai finite
difference methods in heat transfer which divide the member
wnder consideration into nodes and then apply heat valance
equations to each node. Rather than solving for an excessively
large network of nodes - a complex antenna back-up
structure, a new method is developed in this paper to save
effort and time. The method is analytical in nature and relies
on derving a universal relationship for the temperature
vanations and heat fluxes within each member. The methodol-
ogy is described only in this article and will be followed by
additional applicators ire subsequent TDA reports.

Il. Methodology Development

Consider a simple bar. of length /.. as sketched 1n Fig. |
subjected to solar radiation. ¢ nduction, convection, and
radiation heat exchange with the ambient air. The cross
section of the bar, 4. and its matenal properties are assumed
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coastant aiong the bar’s length. For an element of incremental
length dx along the bar axis, whose temperature is T(X), the
coavection losses are given by:

dq_ = hPdx(T-T,) )
the radiative losses by:
dq, = eo FPax(T*-T) Q)

the absorbed petdon of the solar irradiation by :
dq, = alPdx 3)

and the . hange in conductive heat transfer stored in the
element by :

dr
dx

qu=“;? (M )dx @

The complete heat balance equation at steady-state conditions
can be written as:

&3T

dxl

(T-T)+SE g2 13)- 2. ()

Xl

Equation (5). together with the boundary conditions

at x=0 , T=T0 ©

at x=L , T=T{) W)

forins a nonlinear boundary value problem for N(X). In
general, such problems cannot be solved analytically and
numerical methods must be employed (Refs. 3 and 4). Several
of these methods are presented in the paragraphs which follow.

A. The “Shooting” Method
An outline of the *“shooting™ method and its use is given in

Ref. 4. Using the subroutine described in that reference,
Eq. (5) can be written as a system of equations in the form:

Y =V (8)

Yy =G rieG Y, v, ©

where Y, stands for the temperature, 7, while ¥, aad ¥, for
dT/dx and d?TJdx? respectively, md the superscript (*) for
d/dx. The constants C,, C, and C, are defined as:

c, =ZZ (10)
c, = an

__ WP ePF . P
G =-5 T —5 - (12)

This aumerical method will serve as a useful check on the
analytical results to be developed Iater.

8. Perturbation Method

This analytic method of solving Eq. (5) using perturbation
requires that the equation must become linear in the kimit of
some selected small parameter. The parameter C, in Eq.(10)
is small because of the Stefan-Boltzman constant ¢ of the
order 107'° while C, and C, from Eqs. (11) and (12) are of
thie order 1 and greater. The perturbation method assumes that
the solution can be written in the form:

TG) = 0 +C,T W)+ CT,@+---  (13)

Then, by inserting (13) into (5), one obtains a set of linear
equations such as:

d’T,
el C,T,~C,=0 19)
d&*T
= C,T,-C,=T, (15)
&1,
- C,T,-C, =T} (16)
which must be solved sequentially.

The disadvantage of applying this method for our case is
that once an expression for T, is found by solving Eq. (14),
subsequent equations will become very complicated due to the
presence of terms such as T, T}, etc. For this reason, the
perturbation method was not examined further.

m
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C. Linearization Method

Equation (5) will be reduced to a closed form solution for
T(X) by linearizing the radiation term in Eq. (2) by writing it
as:

dq, = h Pax(T-T,) an
By comparing Eq. (17) with Eq. (2) one obtains:
h = e F(T*+TX(T+T) (18)

The initial value of k, can be obtained by making the
approximation T = T,. This assumption is valid in cases where
one would not expect too much difference between the
temperature of the structure and that of the ambient air. Note.
however, that such an assumption cannot be used for a
structure in space whcre the temperature of the structure is
much different from the surrounding space temperature, (T, =
0 K). As the temperature pattem is known. a modified value
of h, can be obtained at the average link temperature.

By using Eq. (17) in Eq. (5), one obtains the linearized
ditferential equation:

i [t +h)P (h,+ k)P
dr=[ 7R ]T‘[ A . akl:] (19

and by making use of the abbrewiations

(h + hc)l’
y = - 20
v o (20)
(th +h)P
£ = iy Y/ Qn
kA e kA4
one obtains the solution of Eq. (19) as:
[m) -i.] - [T(O) - i] cosh VI L
T(x) = v v sinh \/Ex
sinh \,/\."—l:
¢ ok -
+ IT0)- = j cosh Vyx+— (2
[ v
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The ratio . /¥ from Eqs. (20) and (21} is:

(23)

Hence, the physical meaning of §/¥ represents a balance
between the incoming insolation and the rate of radiative and
convective losses, all with respect to the ambient temperature,
T. Therefore, /¥ is an “equilibrium™ tempersture which will
be denoted by T,. In terms of T, Eq. (22) becomes

_[TW)-T,] - [TO)-T) cosh \IL

T(x) sinh /¥ x
sinh V¥ L
+[N0)-T] cosh \Fx+T, 29

M. Numerical Example
To check the validity of Eq. (24) versus the more accurate
shooting method, let us consider a numerical example. In this
example we assume a steel bar having the following peometry:
Perimeter, P = 0.305m (1 ft)
Length.L = 0.91m (3 ft)
Cross sectional area. 4 = 5.81 X 10”3 m? (0.0625 f1?)

The two end temperatures are kept at:
T(0) = 311K (560°R)

T(L) = 322K (580°R)

while the ambient temperature is:
T, = 294K (530°R)

For these temperatures. and assuming typical Goldstone
values for wind speed [16.1 m/hr (10 mph)] and insolation
(800 W/m?), we will use the following heat transfer coeffi-
cients:

conductivity. k = 45.0 W/mK (26.0 BTU/hr ft°R)

radiation heat transfer coefficient h = 3.1 W/m? K (0.55
BTU/hr f12R)

convective heat transfer coefficient, h = 22.7 W/m? K (4.0
BTU hr ft2°R)



ORIGINAL PAGE IS
OF POOR QUALITY

emissivity, e = 0.5

view factor, # = 1.0

absorptivity, a = 0.4

insolation, / = 800 W/m? (254 BTU/hr ft?)

For these values, ¢ = 30.1 m™2 (2.8 ft.”2) and T= 308 K
(552°R). The results of the shooting method and the
linearization method in Eq. (24) are shown in Tavles I and 2.
A plot of the results of Table 2 is made in Fig. 2. The excellent
agreement between the analytical and numerical results vali-
dates the use of Eq. (24). Note that the temperature
distribution within the bar need not be monotonic; in this
particular cas-, the temperature within the bar reaches a point
where it is low. r than either of the end temperatures.

IV. The Multi-link Probiem

Consider now a system of 3 bars linked together as
illustrated in Fig. 3. The physical and geometric properties of
each bz can be different and so can their exposure to solar
radiation. The temperatures at the junctions are assumed
to be unknown. The problem is to find a simple way of
determining these temperatures and then, by using Eq. (24). to
obtain the temperature distribution throughout the links.

The solution relies on the fact that, at each junction of two
or mure members, the heat flux balance at steady state is
written as:

Zq.

ij k. - =0

Since the only heat transfer at the junction points is through
conduction, for the case we are considering, the following
equations are valid:

i dT f daT
R o] —Lszz (E)L:lj 0 (25
- l 2
i dT
95 = | k,4, ‘l")o] ) 3( ] 0 (6
- 2
dT
Q30 = ['kaAs ( ] [kIAI (?})l] =0 @7
et |

In Eqgs. (25) through (27), the square brackets are subscripted
by the link number, while the derivitive d7/dx is to be taken
at the “beginning”™ (0) or the “end” (L) of the respective link.
The assignment of (0) and (L) to each link is completely
arbitrary. Note that, based on Eq. (24):

(‘%)L - m‘/\/__ (1) - T,) - (TW) - T,) cosh VAL]

(23)

[(T(L) T)) - (T(0) - T,) cosh V¥ L}

@2

By substituting Eq. (28) and (29) into Egs. (25) through (27),
one gets three equations and six unknowns, the unknowns
being the temperatures T(L), and NO), (i = 1, 2, 3). However,
three of these temperatures are redundam because of the
junction conditions:

(29)

T(0), = TW), 39
1), = TQ), )
W), = T0), €2)

We choose to solve for T(0), (i= 1, 2, 3) and to use the
following abbreviations:

v,
O, = kA, ———— (33)
YT sinkVyLL,
B, = ©,T, (coshVy,L,-1) (34)
5, = § cosh VY, L, (35)

Then, the svstem Egs. (25) through (27), by using Eqs. (30)
through (32) and (24), can be written in matrix form as.
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-0 1(0),
-9, T(0),

6, +5, 17(0),

The solutions of Eq. (36) are given by:

®,+8) 8, -9,

(‘32 + ﬁa) 62 + 53 '03

@, +8,) -8 65 +8
1(0), = 1 P 3 1

74

5,+8, (8, +8,) 0, ]

-0, ‘ﬁz+53) '03

-0 B8, +8.) 5 +8
10), - 1 1 P RS Y

<
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5,45, 0, 6, +8,))
-02 152+153 (pz+53)
0 -9 @, +8,)
1 3 1 M3
T(0), = (39)
3 D
(36)
whevs:
& +38 0, -0.
QP = -02 5 2 + 63 -9 3 (40)
-0, -0, ] +83
37N
V. Conclusions
In this first report we have outlined a simple, analytic
method for obtaining the temperature distribution in a typical
arrangement of antenna structural back-up member. The
results were verified by the numerical shooting method. Good
agreement between the two methods was obtained. Further
work will deal with setting up the matrices for more complex
(38) structures, with radiation exchange, and with comparison
between simulations and actual field measurements.
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Tabie 1. Exampie of temperature distribution

Table 2. Exampie of termperature distribution

obtained by shooting method (B) using the linearization method (C)

x T x T
0.00 0.560+03 0.00 0.560+03
010 0 559+03 0160 0.559+03
0.20 0.558+03 0.20 0 558+03
0.30 0.557+03 0.30 0.557+05
0.40 0.557+03 01,40 0.556+03
0.50 0.556+03 050 0.556+03
0.60 0.556+03 0.60 0.555+03
0.70 0.555+03 0.70 0.555403
0.80 0.555+03 0.80 0 555+03
01.90 0 555+03 0.90 4.555+03
i 00 0.555+03 1.00 0.554+03
1.10 0.555+03 i 10 0.554+03
1.20 0.555+03 120 0.554+03
1.30 0555+03 1.30 0555403
140 0.555+03 140 1.555+013
1.50 0 555+03 150 0.555+03
1.60 0.555+03 160 ) $55+03
170 0.556+03 1.70 0.556+0)3
180 .556+03 180 0.556+0)3
190 0.557+03 190 0).557+03
2.00 0.558+03 200 0.558+03
210 0.559+03 210 6 558+03
220 0.560+03 2.20 0.560+0)3
2.30 0.561+03 230 0.561+0)3
240 0.562+03 240 0.562+03
250 0.564+03 2.50 0.564+03
2.60 0.566+03 260 ) 566+()2
270 0 §69+03 270 0.569+03
280 0.572+403 2.80 0.572+03
230 0.576+03 290 0.576+03
3.00 0.580+03 1.00 0.580+03
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Performance ¢i an Optical Relay Satellite Using
Reed-Solomon Coding Over a Cascaded Optical PPM
and BPSK Channel

D. Divsalar
Communications Systems Research Section

F. Naderi
Telecommunications Systems Section

The concept of using a relay satellite which receives information from deep space
vehicles over an optical channel and relays this information to Earth over a microwave
channel has been considered in the past. An importent consideration in such a system is
the nature of the optical/microwave interface aboard the relay satellite. In order to allow
for the maximum system flexibility, without overburdening either the optical or RF
channel, this paper considers the option of demodulating the optical channel on board
the relay satellite but leaving the optical channel decoding to be performed at the ground
station.

This not only removes some degree of complexity from the relay satellite but more
importantly it circumvents restricting all deep space vehicles to a specific channel coding
for which the decoder is provided on board the relay. For this scheme to be viable, the
occurrence cf erasures in the cptical channel must be properly treated. A hard decision
on the erasure (ie., the relay selecting a symbol at random in case of erasure occurrence)
seriously degrades the porformance of the overcll system. i nis paper, we suggest coding
the erasure occurrerices at the rzlay and transmitting this information via an extra bit to
the ground station where it can be used by the decoder. Many examples with varying
bit/photon encrgy efficiency and for the noisy and nciseless optical channel have been
considered. It is shown that coding the erasure occurrences dramatically improves the
performance of the cascaded channel relative to the case of hard decision on the erasure
by the relay.
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I. Introduction

Optical communication systems have been studies in the
past as a means of improving and/or expanding the capabilities
of NASA’s current Deep Space Network (Ref. 1). The princi-
pal advan*age in communicating with optical frequencies is
the potential increase in the information that can be trans-
mitted to Earth from a deep space vehicle (DSV) having
limited power and a structurally small antenna. However,
Earth’s atmosphere and adverse weather effects introduce
attenuation and possible outages which limit the reliability of
an Earth-based opiical system.

In order to elirinate the atmospheric effects detrimental
to uptical links, an orbiting relay satellite might be employed.
Such a satellite outside the Earth’s atmosphere at the geosyn-
chronous orbit would receive signals from the deep space
vehicle over an optical link and subsequently relay the signals
to Earth via a conventional microwave link (Ref. 2). Under
this concept one would exploit advantages affcrded by an
optical link while eliminating some of its negative attributes.
Figure 1 shows the block diagram for the optical/microwave
communication sy.tem.

In the above, an important consideration is the nrture of
the optical/microwave liri- interface. Two alternatives were
discussed in an earlier report {Ref. 2) and are briefly discussed
here. Figure 2 shows the interface for option 1. Here the ¢ t-
put of the photodetector is demcdulated and decoded to
recover the baseband data, which then iodulates an Ri’ car-
rier prior to transmission to Earth. The overai! bit error prob-
zhility at the Zioun:d station 1s given by the expression

PE = PE . +PE -2PE, PE,~PE, . +PE (1)

where PEp and PE, are the bit error probabilities in the
microwave and optical links respectively. The principal disad-
vantage of this scheme, which we shall refer to as a **demodu-
late and decode,” 1s that by placing the demodulator and the
decoder on the relay. the system is dictating the modulation
and channel coding schemes to be used by all deep space
vehicles which want to communicate through the relay
satellite.

To mitigate this problem, the satellite can be operated in
the “bent pipe” mode. Figure 3 shows the optical/microwave
interface for this option where tine analog output of the
photodetector, x(r), directly modulates (e.g.. FM) an RF
carrier. At the ground station, the RF carrier is demodulated
to get an estimate of x(r). which is then routed to an optical
umodulator and a channel decoder to recover the baseband
data. While this scheme offers the most flexsbility. 1t also

118

imposes a wide bandwidth requirement on the microwave
link. The performance c! *his system is being studied.

As a compromise between the above two alternatives, a
third option is discussed and evaluated in this paper. In order
to eliminate the wi’. ".andwidth requirement nf the ben pipe
option and yet retain some degree of flexibility in the system,
consider the case where the omput of the photodetector on
the relay satellite is demodulated but not decoded. The
demodulated bit stream modulates an RF carrier for trans-
mission to the gronnd station where the carrier is demodulated
and decoded tr recover the baseband data.

As an example, the optical link may use Rezd-Solomon
(RS) coding followed by a pulse position modulation (PPM)
10 transmit data from deep space to the relay satellite where
the received signal is demodulated and the ensuing bit stream
modulates an RF carrier using binary phase shift keying
(BPSK). In the next section we analyze the performance of
this system.

il. Performance of Reed-Solomon Coding
Over Cascaded Optical PPM and
BPSK Channel

In this section we analyze the performance of an (N, K) RS
code over cascaded M-ary optical PPM and binary PSK chan-
nels. The mathematical model for the system under considera-
tion ‘s shown in Fig. 4. Allowing for erasure, the PPM channel
<an be modeled as an M-ary input (M + 1)-ary output discrete
memoryless channel (DMC), characterized by symbol error
probability P, erasure probability P, and correct symbol
probability P, shown in Fig. 5.

Two cases are considered. In the first case the erasure is
eliminated on the relay satellite by hard decision (i.e., a sym-
bol is randemly selected in case of an eiasure occurrence). In
the second case, the occurrence of an erasure is properly coded
and transmitted to the ground station where this information
is used by the decoder.

Case A — Hard Decision on Erasures at the Relay
in th. case of hard decision, the symbol ¢rror probability
Py, and correct symbol probability P, are given by

_p L M- ,
P, =P+ P, )

and



after PPM demodulation (and the hard d :ision) RS symyols
must be sent over a binary symmetric channel (BSC) charac-
terized by bit error probability P, given as

[ E
P, = 1/2 erfc ( N—b) @

(1}

where E, is energy per bit and N, is the one-sided noise spec-
tral density at the ground station. Since esch RS symbol can
be represented by n = log, M bits, transmission of an RS
symbol can be modeled by a (BSC)* channel as depicted in
Fig. 6.

The equivalent cascaded M-ary PPM ciannel, with hard-
decided erasure symbols, and (BSC)* channel is shown in
Fig. 7. From this figure, the syrabol error probability o: the
equivalent channel is given by

MP r
sh sh \
O [( 'M-l) ("Pb-‘"*w-:] )

If an (V, K) RS code is used in ce.njunction with the cascadea
channel, a word error occurs when there are more than
(V - K)/2 symbol errors in the N symbol received code word;
then the word error probability ot the RS code is given by

i (1,:,) T (-7,

N-K
k=—— +1
2

P, (RS) =

6)

where N =M - 1. Note thut for large alphabet size RS codes
in which we are interested, since the mass of spheres (with
radius of one-half of the code minimum distance) around the
code words is much simaller than the mass of total signal
space, for a practical range of bit error rates, the prooability
of an incorrect decoding event can be ignored. Thus when the
RS code fails to decode, we may have a bit in error. Under
these conditions a bit error ccours when a bit in a received
symbol is in error and there are (N - K)/2 or more symbol
eriors in the remaining NV - 1 symbols in a received code word.
Then the bit error rate of the RS code is given by

Mn N-1 N -
Pon(RS) = [Z(Mthl):! NZK ( k l) T (-1
i)

0

In (7). the expression in brackets represents the bit error
probability before RS docoding and the summation in (7)

represents the probability of making (V - K)/2 or more sym-
bol errors in NV - 1 symbols of 1eceived code word.

Case B — No Hard Decision on Erasures at the Relay

We now consider the case where erasure information is
encoded and relayed to the ground station and compare the
pertformance with that of hard-decided erasure on the relay.

In order to transmit the erasure symbols over the downlink
BSC, an extra bit is appanded to the RS symbols. (We shall see
shortly that for the range of E, /N, of interest, one extra bit
is sufficient to achieve acceptable performance). This means
that symbouls sent over the BSC cnannel are of lengtns » + |
bits. At the pround station the decoder examines the (» + 1)th
bit; if it is zero, the decoder accepts the first n bits as the RS
symbol. However, if the appended bit is one, the receiver
declares an erasure symbol and disregards the first n bits. For
this case for each transmission cf RS or erasure symbols the
channel can be modelled as (BSCY**!. The equivalent cas-
caded PPM and (BSC)'*! channel is shown in Fig. 8. From
this; figure, the symbol erasure probability of the equivalent
channel is:

n, =>P PP P (1-P) 3)
and the symbol error prouvability is

M-1

M= P (-(-p)) (=P + =

Pepb
1

tM-d

b IM-240-1YI0- ) (9)
While the correct evmbol probability is

PP, *— P

1
= 1
me = P U-PYT 4

L-0-PY](1-P) (10)

From the above three equations, the v urd error and the bit
error probability of the RS cede ove. the equivalent channel
of Fig. 8 are given by (Ref. 3).

N N-i .
e £ 5 (1) ()4 e
33
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Next the procedure is repeated for the case of a noisy opti-
cal channel. In the presence of background noise, a PPM
threshold detector (Ref. 3) is used where for each slot in the
PPM frame, the number of received photons is compared with a
threshold vy to decide the presence or the absence of the signal.

Assume Poisson distribution .a the number of received
photons in each slot, with a mean K, in the absence of the
signal and mean K, + K in the presence of a signal in th sot.

OF POOR QuALITY
and
.M S RN (N-i) it
PoRS) = 351y :L:o E (z)( j ) N
o A ay
where
A=MAX(N-K+1-2i,0) (13)

lil. Numerical Resuits

In order to compare the performance of the two cases
discussed in the previous section, we now consider specific
examples. Consider using M-ary PPM with M = 256 and three
RS codes, namely (255, 223), (255, 191) and (255, 127).

Beth roisy and roiseless optical channels are considered.

Assuming no background noise, the PPM channel can be viewed
as a purely erasure channel with

P, =eKs 14)
and

P =1-¢Ks 15s)

where K, is the average numbe: of photon counts per PPM
frame of the optical channel. For the case of hard-decided
erasures, using Egs. (14) and (15) above in Egs. (2) and (3)
with P, set to zero, we have

P, = € (16)
and
M-1 _
P, =1-—— ks an

Using these results, we have plotted the bit error rate of
the end-to-end system (ie., Fp,(RS))tor the hard-decided
erasure from Eq. (7) ana P, (% §) for the ccded erasure from
Eq. (12) as a function of £, /N of the microwave channel for
various energy cfficiency of p bits/photon where p is given by

K log, M
P = (18)

WK,

The results are gaven (a1 Figs. 9-11.
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Then the probability of correctly detecting the presen. of the
signal is given by
= (K +K)
P, = Z: ._’Tb_ e~ (Ks*tKp) (19)
k=y+1

and the probability of correctly detecting the absence of the
signal (or presence of the noise) is given by

P, = i —k!—e‘Kb (20)
Using Eqgs. (19) and (20) we have
P o= (M-1)(1-P,)(1-P, )Py
P =P, PH! @n
P,=1-P -P

These results are next used in Eqs. (2) and (3) to calculate P,
and P, and in Egs. (8) through (10} to calculate 7, 7, and
7., which are subsequently used to calculate P,,(RS) and
P (RS). The threshold 7 has been optimized to give minimum
bit error rates. £, (RS) and P, (RS) are shown in Figs. 12.20.

V. Conclusion

This paper has considercd an optical relay satellite system
which has been modeled as a cascaded optical PPM and micro-
wave BPSK channel. In order to maintain maximum system
flexibility, the relay satellite demodulates but does not decode
the optical channel; the decoding is performed by the ground
station. The occurrence of optical erasures is properly coded
by the relay and transmitted to the ground decoder using
an extra bit. It is shown that this improves the overall system
performance  dramatically relative to the case where the
relay mak~s hard decision on the erasures, thereby screening
the -round decoder from the krowledge of such erasure
occurrences,
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Fig. 4. Biock diagram of the end-to-end system
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DSN Data Systems Software Methodology

C. K. Hung
Cate Systems Section

This report presents a sofiware methodology for JPL Deep Srace Network (DSN) data
systems software implementations through transfer and delivery. The DSN Data Systems
Software Methodology is compatible with and depends on DSN software methodology
and also incorporates the characteristics of regl-time program development in a DSN
environment. The DSN Data Systems software implementation consists of a series cf six
distinct phases: (a) »lanning and requirements, (b} design definition, (c) design and
production, (d) combined subsystem testing, (e) acceptance test and transfer, (f) opera-
tion and maintenance. The unit (function) demonstration tests du., .g the design and
production phase will be planned early in the design definition phase. Each demonstra-
tion will serve as a significant milestcn. and will show an increased program capability.
An Independent Group (IG) is responsible for verifica.ion and vatidation of the DSN
Data Systems software during development phases.

The DSN Data Systems Software Mcthodology is being applied to all develop:nent
software provided for or by the DSN Data Systems Section in Mark IV where there *«
a desire for reliability, maintainability, and wusability within budget and schedule
constraints.

I. Introduction (1) The DSN Data Systems software implementation

The Deep Space Network (DSN) Data Systems Software plan is a series of six distinct phases:
Methodology is to provide standard methods and policies for
the orderly implementation and management of the DSN
Data Systems software through transfer ard delivery. The (b) Desiga definition
DSN Data Systems Sof*ware Methodolo.y is compatible
with and depends on DSN software methodology standards
(Ref. 1), and also incorporates the characteristics of real- ¢ Combine subsystem testing
time program development in a DSN environment. The over-
view of the DSN Data Systems soitware development tech-
niques are as follows: {f) Operations and main‘ena ice.

(a) P ..ning and requirements

(c) Design ¢nd producticn

Acceptar * and *ransfer
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Before the acceptance testing phase, combined sub-
system testing will be performed. The combined
subsystem test phase will demonstrate that:

(a) That the program meets functional, performance,
and interface requirements in its real-time environ-
ment and

(b) Proper concurrent overation of combined sub-
systems.

(2) The unit (function) demonstration tests during the
design and production phase will be planned early in
the design definition phase and will appear on the
detailed Work Breakdown Structure (WBS? Each
demonstration thus:

{a) Shows an increased program capability
(b) Proves module compatibility

{c) Serves as a significant milestone (quality and
quantity)

(d) Produces test plans and procedures which often
become a part of the Software Test and Transfer
Document (STT).

(3) An Inder>ndent Group (IG) is responsible for veri-
fication arnd validation of the software during devei-
opment phases.

. Software Classification

The extent to which DSN Data Systems software methods
and management policies are apphied to the implementation of
an individual software program is dependent upon the classifi-
cation of that software into one of three software classes.

The individual software classes are defined as follows:

(1) Class 1--New operation software

(2) Cluss 2- Modified operation software (new functic ws
added or major revisions) where implementation cost
exceeds one-half man year or $25,000

(3) Class 3--Modified operation software (corrections

or minor revisions) where implementation cost is less
than one-half man year or $25,000.

Table 1 lists the implementation documentation require-
ments that are appliable to the three software classes.

Iil. Software Design and Development
Process

A. Implementation Phases

This paragraph presents each phase of the software design
and development process. It identifies all of the responsible
people, their function and it relates to each phase of the
process, the products that will be generated, and the moni-
toring, reviews, and control involved. Figure 1 summarizes
the DSN Data System Software Management and Imple-
mentation Plan.

The phases of DSN Data Systems software implementation
involve:

(1) Planning and requirements

(2) Design definition

(3) Design and production

(4) DSN Data Systems combined subsystem testing
{5) Acceptance test and transfer

(6) Operations and inaintenance.

B. Program Language

Coding of the software design is performed using a standard
high-level language spproved for real-time and nonreal-time
programs. The HAL/S language is a cumrently approved lan-
guage used for all new minicomputer subsystem software
development. The PL/M language 1s a currently approved
language used for all Control and Computation Module (CCM)
subsystem software/firmware.

The use of inherited code is not subject to the constraints
and does not require a waiver to use an existing language.

C. Milestone=

Based on the activities (.rajor - cuments, design and test
reviews) discussed in Paragraph 111.A., eight major milestones
are established which allow the overall software implementa-
tion project to be planned and its in-progress developmet: to
be inonitored. The milestones, in order of occurrence, are as
follows:

(1) Software Requirements Document (SRD) approved
and DSN Level D review completed

(2) Project Data Flow and lnterface Design Document
(LFD) approved
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(3) Software Definition Document (SDD), Preliminary
Software Operator's Manual (PSOM), and Develop-
ment Test Plan (DTP) approved and architectural
design review (Level E) completed

{4) Final demonstration test review completed

(5) Combined Subsystem Test (CST) review and pre-
acceptance ‘test review completed. Combined Sub-
system Test Plan and Test Procedure (CTT) approved

(6) Software Operator’s Manual (SOM) approved
(7) Software Specification Document (SSD) approved

(8) Software Test and Transfer (STT) Document
approved. Transfer Agreement signed, daliverable
transferred to Operations.

D. Reviews

Technical reviews are requited to assess the technical
quality and progress of the development during DSN Data
Systems Section software implementation process. Reviews
arc held at the end of each implementation phase. These
reviews are of two types: DSN Data Systems Section internal
reviews and DSN formal review. The DSN forme] reviews are
descrnibed in Ref. |.

The reviews, 1n order of occurrence, are as described m the
paragiraphs which tollow.

1. DSN subsystem function design review {Level D). The
DSN foniwa! Level D review for each subsystein’s software and
the common software shall be held at the end of software
planning and requiements phase.

2. Peer design review. The peer design review shall be held
after the DSN tormal Level D review. at the end of design
defimtion phase. to allow for corrective action and before the
DSN formal subsystem dcetail design (Level E) review. The
DSN Dauta Systems peer design review procedure is shown in
Figure 2 The prer design review crttenia shall include:

(1) Requirement traceabihity

(2) Architectural design

(3) Man'machine mterface

(4) Teostmp factors

(5) Manggement intormation

(o) Hardwate and sottware development systems

The detailed review torm as shown in Ref, 1. Members ot
the peer design teams shall consist ot the tollowng:
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(1) Software Manager (Chairman)

(2) Independent Group representative
(3) Data flow and interface engineer

(4) Comtined subsystem testing engineer

(5) Senio software engineer

Also, the DSN subsystem engineer and operational repre-
sentative participate in the peer review.

3. DSN subsystem detail design review (Level E). The
DSN formal Level E review f. ecach subsystem’s software
and the common software shall be held after the subsystem
peer design review and before substantially entering the

design and production phase.

4. Unit (function) demonstration test review. The unit
(function) demonstration test review for each subsystem and
the common software is held at the end of each demonstra-
tion test during the design and production phase.

The iechnica! gioup supervisor shall be responsible for
calling the meeting and for assuring resolution of all open
items. Members of review teaas shall include the Software
Manager and the cognizant development engineer and his/
her staff. The Independsnt Group common software engi-
ncer may also patticipate, if required. The review focuses
pumanly on:

t1) Performaiice agamst design. The review

(a) Systematically lists all program parameters such
as dat: gqueue, Input/Qutput (1/0) queues, butler
pool (released buffer), etc.

(b) Creates boundary conditions for these parameters
and systematically checks chat all cases are per-
tormed properly against design.

(2) Funcuonal performance agamnst tunc onal reaire-
ment. The review

(a) Sysiematically lists all program parameters and
systemr  parameters such as 1200-bit-per-second
line, error polynomial, etc.

1b) Creates boundary conditions for these parameters
with test dnver/vther programs and checks syste-
matically that all cases are performed properly.

{3) Tests (creates) all possible hardware failures and thew
error recovenes. Alsc tests all peak load where all
nterrupt signals occur simultaneously.



S. Final demoastration test review. The final demonstra-
tion test review (section internal) shall be held at the end of
the design and production phase.

6. Combined subsystem test review. The combined sub-
system test review (sevtion internal) shall be held at the end of
the DSN Data Systems combined subsystem testing phase.

7. DSN subsystem transfer to operations review (Level F).
This formal DSN review 15 optional and is held nonmally only
for subsystem transfers.

E. Documentation

Documentation is a baselined product of each of the soft-
ware implementation phases, and is produced concurrently
with the design and other implementation activities conducted
in cach phase. Typical vutlines for documentation are shown
in Refs. 1, 2, and 3. Tsble 2 summarizes the documents and
their responsibility.

F. Quatity Control

The Independent Group shall assure the traceability of
software requirements through architectural design, design
and pruduction, integration combined subsystem test. and
transter. The Independent Group conducts and observes the
pre-acceptance test and combined subsystem tests, and is a
signatory to test reports.

Betore completion of the transfer of the software from
raplementation to operations, DSN Quality Assurance (QA)
certifies the status ol the SSD (including the code). Detailed
DSN QA requirements and procedures are contained in Ref. 1.

G. Configuration Management

All dozumentation and soilware products are maintained
under configuration control by Software Production Manage-
ment and Conirol (SPMC). SPMC prowvides secunty, integity,
- " controlied access to matenal within s custody and
enforces configuration management practices.

The SRD, SDD, S8V, $OM, and STT are subject (ulu-
mately ) to DSN contiguration management. The TRA, DTP.
PSOM. DFD. CTT. and SMP are DSN Data Systems Section
project documents, and are subgect to DSN Data Systems Sec-
tion change control oniy

1. Section (internal) change control. The TRA, DTP.
PSOM. DFD. CTT. and SMP are mantained under DSN Data

Systems Section configuration control in SPMC files, and are
updated whenever a change request is approved. All cl-nge
requests need to be justified and need to be accompeanied by
the modified change pages reflecting the change at the same or
lower level or detail as was included in the original approved
document.

2. DSN change control. The SRD and SDD are not main-
tained beyond program transfer to operations. The SSD, SOM,
and STT are separate as-built documents delivered along with
the completed program and are maintained throughout the
operational life of the program. Therefore. the SSD, SOM, and
STT are subject to SN change control procedures.

Deuilec DSN Configuration Manageinent requirements and
procedures are contained in Ref. 1.

3. Waiver. Deviations from the Software Management plan
may appear in the SRD or through the waiver procedure. All
approved waivers shall be formally documented by the SPMC.

H. WMethodology and Tool Utiiization

There are two main categories of computers used opera-
tionally and for software development support:

(1) minxcomputers

(2) CCM-based microprocessurs. Minicomputer applica-
tions arc intended to be developed on Intel MDS sys-
tems and/or 3 CCM-based Development Work Station
(DWS). The development tool summary is shown in
Table 3.

V. DSN Data Systems Mark IV Software
implementation

Over the last several years (1978-1680), the DSN Data Sys-
tems Ground Communication Group has employed woftware
development techniques such as unit (function) demo tests,
combined subsystem testing. etc.. for developing reliable real-
time software for the Ground Communication Facility (GCF)-
Network Operation Control Center (NOCC) Reconfiguration
Project (Ref. 4 and 5).

The DSN Data Systems Section 1s playing a3 major role in
the implementation of the Network Consolidation Project
(NCP) (Ref. 6 and 7). (Reterred to in tnis paper as the
Mark IVA Implementation Project.) This software methodol-
ogy apphes to all development software in Mark 1VA provided
tor, or by, the DSN Data Systems Section in the Mark IVA
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era where there is a desire for rebavility, maintainabilitv, and  tions for Mark IVA Interim software. Tabe: 5 coatains the
usability within budget and schedule constraints. software dassification for the Mark IVA final software.

As of mid-July 1982, all DSN Data Systems computer The status of the DSN Data System software implementa-
programs are in the architecture design phase or the design  tion for the NCP will be described in a subsequent issue of the
and production phase. Table 4 contains the software classifica-  TDA Progress Report.
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Table 1. Soltware classifisations

Software classifications
Document Product for eech program Chas 1 Qass 2¢ Chaas 3¢
SRD Software Requirements Document Yes Yes** Yeast®
sDD Software Definition Document Yes Yes Yos*o®
PSOM Preliminary Software Operator’s Manual Yes Yes Yus
(Redline (Redline
SON) SOM)
DTP Development Test Plan Yes Y Yes
SOM Software Operator’s Manual Yes Yes Yes
SSD Softwase Specification Document Yes Yes Yeas
STT Software Test and Transfer Document Yes Yes Yes
TRA Test Requirements Analysis Report Yes i No
critical
*Existing Documents updated for Changes
S*ECR + Softcost (Ref. §) = SRD on Changes
¢**ECO + WBS = SDD on Changes
Table 2. Documentation
Phase Document Responsibility Approved By Review By
1 SRD CDE DSN Line Mgrs (810-13)
/W Mgz (Concur)
2 SDD CDE DSN Line Mgrs (810-13)
S/W Mgr (Concur)
b Preiun SOM CDt Supervisor, $/W Mgr
2 DTP CDE Supervisor, /W Mgr 1G
3.4 SOM CDE DSN Line Mgrs (810-13) S/W Mgr
1G
3.4 SSb CDE DSN Line Mgrs (810-13)
3.4.8 STY CDE DSN Line Mgrs (810-13) 1G
1.2 DFD Data Flow and Subsystem Eng Mgr S/W Mgr, CDFs
Interfaces Eng Section Mgr IG/CST Eng
2.3.4 CTT CST Emg Integration Mgt S/W Mgr
Sec:ion Mgr 1G, TGSs, CDEs
1.2.3 TRA [ CST Eng. Integration Mgr S/W Mar
Subsystem Eng Mgt CDEs
| SMP S/W Myt Section Mgr TGSs, CDEs, Cost Eng
Integration Mgr
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Tabie 3. Development Tool Summary

Tool Phases Utilization

Cost model 1 CDE/Supervisor ; Scheduling

Word processor 1,2.3.4,5 CDE, SPMC ;  Documentation

Work Breakdown Structure (WBS) 2,3,4,5 CDE/Supervisor ; Scheduling and milestonos

Progran: Design Language (PDL) 2%, 3.4,5 CDE, SPMC. QA Documentation

HAL/S 3,45 CDE : Modcomp high-order language

PL/M 3.4.5 CDE . CCM S/W/firmware langusge

Developmen Version Contral System (DVCS) 3.4, 5 CDE, SPMC,QA ; Version control

Multiple tenminal for software code 3.4.5 CDE/lmplementer; Code development

Anomaly Repost System (ARS) 3.4,5 CDE,COE,IG . Anomaly Reporting System

Source Editor (SED) 3.4.5 CDE/Implementer; Modcomp Soutce Editor

Assembler® 3.4.5 CDF/Implementer; Modcomp language

Test generator® 3.4.5 CDE/ilmplemeater; Debugger

*Option
Table 4. Software classification for Mark IVA interim software
) S/w Code estimnates
Subsystem Program Jassification (X 1000 lines)

Command Deep Space Station (DSS) Command 1 1.6
Modulator Assembly (CMA) firmwz»
DSS Command Processor Assemoly (CPA) 2 44
Network Operation Control Center (NOCC) 2 n.2
Command Real-Time Monitor (NCD)

Tetemetry DSS Telemetry Processor Assembly (DTM) 2 32
NOCC Telemetry Real-Time Monitor (NTM) 2 0.12

NOCC asplay NOCC Display Subsystem (NDS) 2 24
Video Assembly Processor (VAP) 2 0.3

Common Software NOCC Common Software 2 5.6
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Table S. Software classification for Mar« (VA final software

S/W Code estimates
Subsystem Program dlassification (X 1000 lines)
Command Deep Space Communications Complex (DSCC) 2 08
Command Processor Assembly (CPA)
Network Operatioas Control Center (NOCC) 2 20
Command Real-Time Monitor (NCD)
Test Support DSCC Test Suppon Assembly (TSA) 1 31.7
NOCC Test and Support Assembly (NTS) 2 12.0
Antenna Mechanical DSCC Antenna Pointing Assembly (APA) 1 25.5
DSCC Antenna Control Subassembly (ACS) 1 120
Tracking DSCC Metric Data Assembly (MDA) 21.0
NOCC Network Tracking Assembly (NTK) 25.0
Radio Science DSCC Occultation Data Assembly (ODA) 2 16.1
Monitor and Control DSCC Complex Monitor and Control (CMC) 1 40.0
DSCC Link Monitor and Control (LMC) 1 35.0
NOCC Monitor and Control (NMC) 1 200
Telemetry DSCC Te'emetry Processor Assembly (DTM) 20.0
NOCC Telemetry Real-Time Monitor (NTM’ 251
Ground Communication DSCC Area Routing Assembly (ARA) 1 22.0
Facility Central Communication Terminal (CCT) 2 120
Error Correction and Switching Assembly (ECS)
CCT Data Record Generator Assembly (DRG) 8.0
CCT Central Commu..ication Monitor (CCM) 7.2
NOCC Network Communication Equipment (NCE) 8.0
Display NOCC Display Subsystem (NDS) 0.3
NOCC Video Assembly Processor (VAP) 0.3
Network Support Star and VAX Interface Adapter (SVIA) 1 0.5
Network Support Subsystem (NSS) Control 1 10.0
Input/Qutput
NSS Sequence of Events (SOE) 1 14.0
NSS Standard and Limit (S&L) 1 16.0
NSS System Performance Record (SPR) 1 16.0
Common Software Functional Independent Data Module (FIDM), 1 4.0
IEEE 483, STAR and FTS handler
Local Area Network (LAN) RS-232 device handler 1 0.8

for microprocess
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A Federated Information Management System for the
Deep Space Network

E. Dobinson
DSN Data.Eystems Section

This paper examines same general requirements for an infor wtion management
system for the Deep Space Network (OSN) 1t ats wresents a congice review of available
database management system technology. f# HRém recommenas ihat a federation of
logically decentralized databases be implemented for the Network Information Manage-
ment System of the DSN. Overall characteristics of the federation are specified, as well

as reasons for adopting *his .pproach.

I. Introduction

There have been many advances in database management
systems over the last decade. Faced with the task of modelling
a particular application environment, an organization today
must make important choices. Off-the-shelf products are com-
mercially available for a wide selection of computers. Nonpro-
cedural query languages, report-writers, forms-based inter-
faces, programming languages, and graphics are but some of
the tools offered for today’s applications. However, before
selecting a particular product, certain fundamental issues of
database organization must be considered. The functional
requirements of the application environment mus« be analyzed
and then carefully matchzd 1o an information system archi-
tecture best suited to meet those requirements.

The purpose of this paper is to study the information man-
agement needs of the Deep Space Network of NASA, and to
recommend a database managenicnt system architecture which
will meet thosc needs most effectively. We begin with an over-
view of the Deep Space Netwerk, describing the way in
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which the organization is administered, and the ways in which
various elements of this administration interact with each other
and with the rest of the Jet Propulsion Laboratory. From this
discussion we formulate some general requirements for an
information management system [Section II]. We then turn to
an examination of information management systems avail-
able today [Section III]. By matching the characteristics of
these systems with our requirements, we recommend an
approach for the DSN, give a top-level design of the system
using a small, but representative, subset of data, and indicate
how this system can be expanded to serve adequately the whole
of the DSN and/or JPL [Section IV]. We then analyze the
benefits and costs of our choice in comparison with the bene-
fits and costs of an alternative proposal [Section V]. Lastly,
we conclude with a brief summary of the paper [Section VI].

This paper is of paticular importance because of its timely
coincidence with plans for the Netwr.ck Infor 1ation Manage-
ment System for the DSN already underway. As no major
software decisions for this system have as yet been made, the
recommendations cortained in this paper may be considered.



il. The Deep Space Network

We begin this section with an overview of DSN operations.
We then focus in some detail on several key administr: ‘ive
activities. This leads us to formulate gencral requirements for
a DSN information management system.

A. AnOverview

The Deep Space Network (DSN) of the National Aero-
naitics and Space Administration (NASA) is responsible for
the guidance and control of all of NASA’s unmanned space-
craft at planetary and interplanetary distances, as well as for
the receiving and processing of the vast amounts o1 information
these spacecraft acquire and send back to Earth. This network
is made up of tracking stations around the world, a central
control organization at the Jet Propulsion Laboratory in
Pasadena, California, and the ground communicatior- ‘inking
them together. The three station groups, called Deep Space
Communications Complexes (DSCC), are located approxi-
mately 120 degrees apart in longitude, so that a spacecraft is
always in view of at least one antenna as t'.. Earth rotates.
These locations are Goldstone, California; Madrid, Spain; and
Canberra, Australia. These stations function as autonomous
organizations under management at JPL. This management is
decentralized at JPL in various locations both on and off the
laboratory, inciuding a secondary site at Hill Street in
Pasadena.

A variety of administrative activities in the DSN require
the management of data. These activities are presently sup-
ported by separate application systems. each of which has its
own set of dat-. However, fur many of these activities the data
overlap. At present, there are few autoinatic mechanisms for
these activities to share data. It is cumbersome as well for an
activity to span several systems. In addition, it is difficult for
the three Deep Space Stations t¢ ooperate in the performance
of these administrative functions or to interchange data
- amongst themselves.

The need for improving this situation has been recognized
by JPL management. To this end, an extensive study has been
undertaken, under outside contract, which has resulted in a
proposal of a hardware and communications configuration for
improved operations. The proposed system is called the Net-
work Information Management (NIM) System. It is for this
system that we will address our database design. The NIM
assembly is described in detail in Refs. 1 and 2. The proposed
worldwide network will initially consist of four nodes, one at
JPL and one at each of the three station complexes. In addi-
tion, each node is itself an internal local network. Each NIM
node will have hardware, software, and communications to
provide a distributed computing environment for the DSN.

The NIM study, undertak.» b’ the Aaron-Rugs Corpore-
tion for JPL, has produced an extensive survey of all of the
components of the DSN (Ref. 3). This survey identifies the
responsibilities and requirements of va.ious DSN activities
in terms of their databuse needs. We shall avail ourselves of
its contents throughout this paper in formulating our own
recommendatiuas.

B. Some Important Administrative Activities

In this discussion we will focus on some important adminis-
trative activities of the Deep Space Network in order to
determine a design for an information management system
which will permit these activities to function efficiently, and
which will give management tie overview and knowledge it
needs to do its job well. Because the totality of these activities
is much too great for the scpe of this report, we will co' cen-
trate on several important operations which span the entire
organization.

1. Engineering Change Management (ECM). Engineering
Change Management is a complex, far-reaching DSN acti.ity.
It is coordinated at present by a group in section 377 at JPL,
directed by a Change Control Board, and involves a large
number of personnel throughout the JPL/DSN organization.
The process of instituting an engineering change involves the
initiation of an Engineering Change Request (ECK). This
request is carefully assessed by representatives from all other
systems that might be affected by the change. The assessments
z7e then brought before the Change Control Board, which
passes judgement on the request. The request may either be
denied. approved, or sent back for further evaluation. Once a
reauest is approved, one or more Engineering Change Orders
(ECOs) are issued to design and implement the change. Each
ECO is then planned in -etail, with costs and schedulec devel-
oped for each phase. At tais point the evaluation phase is
complete and the design and implementation phase begins.

During the design and impierentation phase the ECM
group functions to coilect status information about thc actual
sched _e performance, and to alert management if 1.1y resched-
uling will be required. A general awareness of the progress of
the ECO is needed by everyone involved, including logistics,
maintenance, and mission planning personnel who need to
know when the installation will actually occur. As the Aaron-
Ross survey points out . . . an ECR has the potential to affect
nearly every aspect of DSN operations and support, ranging
from mission performance analysis to spare parts provisioning
and from maintenance personne| scheduling to DSN utilizatior.
forecasts. As a conseauence, there is a large constituency of
personnel. witl: widely varying needs, all of whom absolutely
requize or can benefit by a conveniently obtained status and
schedule foi.cast for ECOs.
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When the design and implementation of the ECO are com-
plete, the installation at the tracking sites begins. The .chedul-
ing of the installation of the equipment must be coordihated
with the tracking schedules, so as not to interfere with any
mission, and yet be there in time for any future missions
that require it. There are also, in additicn, some temporary
ECOs whose removal must be scheduled similarly. When the
equipment is finally installed and running, or when the tem-
porary equipment is remov=d, the ECO is closed out.

The Engineering Change Management is clearly an important
activity, having the capability to affect the DSN in many ways.
The data representing the ini.ation and assessment phases
are of interest to a variety of people at JPL, while the data
for the development, implementation, and instzllation sched-
u'es may be needed by a variety of personnel throughout the
entire organization.

2. Equipment and Materials Management. This JSN
activity is responsible for the management of JPL property,
DSN tracking equipment, repairable spare parts, other mainte-
nance spares, and consumables. Management of equipment
and materials involves obtaining them in the first place (pro-
visioning and procurement), kueping track of their location
and status (inventory and control), and moving them from
place to place (transportation and shipping). These activities
are distributea among several organizational elements at JPL
and at the Deep Space Stations.

3. Anomaly Reporting Services. The knowledge and con-
trol of anomalies occurring from time to time throughout the
DSN is an important activity for its well being. To this end the
DSN nas procedures for the reporting of various anomalies.
Two categories of reports which are processed are Discrepancy
Reports and Failure Reports. The ultimate goal of these
reports is to provide DSN engineering, operations, support,
and management th- information on which to make changes in
equipment, technoiogy, procedures, and policy. There are
three basic activities connected with these reports. These are
(1) filling them out, (2) validating, investigating, and analyzing
them, and (3)summarizing the status of the anomalies to
management.

4. Other DSN activities. In addition to the three activi: -~
highlighted above there are many more too nunierous t~ i~
These include 1ergy management, financial mana;-- " it,
personnel management, scheduling, maintenaiice, production
control, as well as activities that pertain to the tracking sites
only, such as operations, repairs, maintenance and integration,
cabling, etc. For each of thesc activities the efficient manage-
ment of data is extremely important.
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C. General Requirements for a DSN information
Management System

Qhere are three general requirements for an information
management system for the DSN. First of all, the system must
permit the necessary interchange of data between the vatious
administrative activities, as well as between the various physica'
sites oi the oiganization. Secondly. the system must allow
each of these activities to develop and function autonomously.
And, thirdly, the system must be capable of evolving incre-
mentally cver time.

1. The need for sharing There are some obvious relation-
ships between the various DSN menagement activities. For
example, there is a natural interaction between the ECM sys-
tem, the equipment management system, and the anomaly
reporting system. An ECO almost always will affect the
equipment database. Either new equipment will be installed
or old equipment will be removed, or both. Anomaly reports
can and often do result in the initiation of an ECR. Further-
more, the implementation of an ECO can result in anomalies.
And so on. At present none of these interactions can take
nlace automatically. Relationships are maintained manually,
if at all.

In addition to the need for having activities share informa-
tion, JP_ management needs to have an overview of DSN
operations. This overview requires the integration of data from
separate sources within the DSN. JPL might need to know, for
example, which stations have completed installation of ECOs
for a given ECR, or it might need to compare the cost of the
installatior from one site to another. The ability to discover
unknown relationships is also desirable. There is currently no
easy way for management to determine if, for example, a
particular piece of equipment causes the same problems at
each site where it is used, or for two sites with the same prob-
lem to henefit from each other’s experience.

To overcome, in part, this problem of management’s diffi-
culty in deriving composite information from various sources
within the DSN, a pilot system is currentiy being developed at
JP!. which will provide integrated data concerning DSN opera-
tion», maintenance, and repairs at Goldstone (Ref. S). This
system, called the Productivity Information Management
System (PIMS), will provide its users, both managers and
management scientists at JPL, a set of tools for manipulating
data in a variety of way. Management scientists will then have
the capability to develop and verify operations research
models. The implementation of efficient operational policies
can ther. lead to substantial savings and cost reductions.
Because the data that management needs is decentralized, and
stored in diffcrent forms, using different cverall methodol-
ogies, a major integration effort such as PIMS is presently the
only way to provide the overvi-w so badly needed.



2. The need for sutonomy. In addition to the need for
sharing information, there is a conflicting need for activitics to
remain autonomous. The various DSN management activities
are separate and distinct applications. They have develop
and continue to develop, indepsndently of each other, and are
under autonomous local control. Integrating the data from
all of these activities into a single centralized database is
restrictive. Local control of the data is an important aspect of
the DSN, as is the independence of one activity from another.
It is, thevefore, neither desirable nor practical to develor a
specification of the totality of operational data for the DSN
and to design a logically centralized latabase.

3. The need for evolvability. Coupled with the need for
autonomy is the need for evolvability. Administrative activities
evolve with the growth of the organization. Some functions
are replaced, others are added. The information management
of these activi'ies must be capable of evolving also. The data-
base must at all times be an zccurate reflection of the organiza-
tion. It must therefore be dynamic, capable of changing and
growing as the DSN changes and grows.

Evolivability of the information management system is
important for financial reasons also. Funding comes not all at
once, but in small increments over time. The information man-
agement system must be capable of incremental development.

lii. Database Management Systems

In this section we consider available choices for database
management systems in the 1980s. We begin with a brief
discussion of data models. We then present a historical devel-
opment and description of databise management systemn
architectures.

A. Data Mcdels

A data model 1s an abstract representation of the informa-
tion cuntent of the database. As such, its main function is to
insulate the user from the implementation details of the data-
base. Typically, the data in the database is represented using a
“conceptual” schema, which is an instance of a given data
model. (The relationship of database schema to data model is
analogous to that of a program to a programming lan<uage.)
The data model provides both data structures for rerrescnting
data and operations for ranipulating them. The three best
known data models are the hierarchical model, the network
model, and the relational model. We now give a brief descrip-
tion of each of these, and site some of the more well-known
implementations of each.

1. Hierarchical data model. In the hierarchical data model,
the data are represented using trees and links. One designated

record type occupies the top node of the troe, while its depes
dent record types are at rodes on lower levels of the tres. The
links connect occurrences of these records. These structures
model one-to-many relationships, since every dependemt
record can have at most one parent record. As an illustration
of the use of this model, let us consider the canoaicsl example
of suppliers and parts. To represent the relationship of sup-
pliers to parts supplied we would have a forest of trees, with a
particular supplier at the top of each tree, and the parts sup-
plied by that supplier at the nodes on the next level.

Some of the longest established database management sys-
tems adopt the hierarchical approach to dsta organization.
These include the Information Management System (IMS) of
IBM, System 2000 of MRI, and Mark IV of Informatics.

2. Network data medel. Many of the relationships inhereat
in a database are not one-to-many, but many-to-many. To
capture these kinds of relatioaships a more general structure,
called a network, was introduced. A network can be viewed
as a graph containing nodes and bidirectional links. Although
this allows more flexibility thz* the hierarchical model and is
more efficient in some cases, it is considered more complex.

The most important example of network systems is pro-
vided by the proposals of the CODASYL Data Base Task
Group, DBTG. Two commercial systems basr1 on these pro-
posals are DMS 1100 by Univac, and IDMS by Cullinane.
Other network systems include TOTAL by Cincom, an ° IDS
by Honeywell.

3. Relational data model. In the relational model data are
organized into tables, called relations, which closely corres-
pond to traditional files. The rows of a table correspond to the
records of a file, and the columns correspond to the t..las of a
record. Associations between the rows are represented solely
by data values in columns drawn from a common Jomain, or
pool of values. All of the information in the database, entities
as well as relationships, is represented in a single uniform
manner, namely i» the form of tables. This uniformity of data
representation results in a corresponding uniformity and
simplicity in data operations.

In contrast to the hierarchical and network models there
are no interrecord links in the relaticnal model. This feature
gives the relational model an independence from the under-
lying physical realization of the database. The physical depen-
dence of the hierarchical and network systems stems from the
encouraged association between the physical access paths and
the logical interrecord links. The ahsence of such links gives
the relational model an added degree of flexibility.
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Relational systems are historically the mast recent. Some of
the betrer-known relational systems are SQL/DS (System R)
and Query-By-Example from IBM, INGRES from Relational
Technology, NOMAD from National CSS, ORACLE from
Relational Software, and ENCOMPASS from Tandem.

4. Semantic data models. In addition to the three commer-
clally available data wmodels described above, there have recently
been developed some higherdewe) models which allow the
meaning, or semantics, of the Jatabase to be incorporated
more completaly into the schema. These models differ from
the record-oriented models sbove by employing constructs
that are more user oriented, such as objects, types of objects,
and attributes of objects.

Theze are many semantic models currently in use, bu¢ their
usage is mainly academic. That is, there are no direct impie-
mentations of any of them as products. Some of the more
weil-known of these models are the Entity-Relationship Model
{Chen 1976). the Semantic Database Model SDM (Hammer
and Mcleod 1978), the Extended Relational Model RM/T
(Codd 1979). and the Event Database Model (King and McLeod
1981).

B. DBMS Architectures

1t is useful 1o classify databases according to whether they
are logically and physically centralized or decentralized. Using
this framework, four classes of data base architectures can be
identified. Logically centralized and physically centralized
databases include conventional integrated databases. Logi-
cally centralized and physically decentralized databases
include “distributed datavases™, as woll as a number of recent
approaches to composite database support. Logically decen-
tralized and physically centralized or decentralized databases
are the domain of federated databases.

1. Logically centralized, physically centralized systems.
Nearly all Jatabase management systems n use today, includ-
ing all of those mentioned in Section 111-A. manage databases
that are both logically and physically centralized. This means
that a single conceptual schema, derived from a formal data
model such as the ones mentioned above, 1s used to structure
all of the dara i+ the database. It also means that all of ihe
data in the dat . are stored in one location. There are three
main reasons for integrating data thusly. from separate sources
and varying applications, nto a unified, coherent whole. One
reason s that duphcation of the data from ovne source to
another 1s greatly reduced. The second 1s that the databecomes
logically and physically independent of the application pro-
grams that use it. This means that the physical details of data
storage and access methods are handled by the system. The
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entire collection of dsta in the organization is now an ismpor-
tant resource, easy to access and use for a variety of diverse
applications. The third reason is that the data are now under
control of a centralized suthority, who makes decisions for
the good of the orgenization as a whole rather than any oae

2 Logically centralined, physically decentralived systems.
The advantages of integrated databases were widely recognized.
However, in some applications, the organization itself is goo-
graphically distributed. Having the dats stored in one central
Jocation means high communications costs and degraded sys-
tem performance. Therefore, the next step taken in DBMS
research was to take the data in a Jogically ceatralized data-
base and physically distribute it among the various nodes of a
computer network. This physical distribution is totally trans-
parent to the user of the system. That is, to the user of the
database it is as if all of the data were in one place. The sys-
tem's performance is improved becsuse the data is ™Misted
where it is accessed most frequently. Distribution of the
uztabase to optimize parallel processing becomes a key design
issue for distributed systems. Another key feature of distri-
buted systems is the possibility of increased reliability. A
company can reduce the disaster of a computer failure by
duplicating the data at more than one site. These features of
distributed systems make them highly desirable for many of
today’sy application environments. Therefore, much research
and development on distributed systems is currently taking
place. Added complexities involving consistency of redundant
data. recovery from a failure at any site, and control of con-
current  processing pose some difficult researct problems.
Prototypes have, however, been buiit, most notably SDD-1
by Computer Corporation of Americs. It should not be long
before a distributed DBMS will be commercially available.

3. Logically decentralized systems. Both conventional
and distributed systems. though they differ in their physical
realization, are loyically the same. A single conceptual schema
defines all of the data in the database, and the control of the
database is centralized, even though the data may not be. This
can pose, and has posed, some problems. It has been, in some
environments. very difficult to integrate data from many
applications because the views they have of the data are
different. Logical centralization can force the cuupling of
data where the retention oi some individuu! autonomy is
desirable. Each user of a centralized system is forced to
surrender the control of the structure of his data to a central
authority, who has the task of organizing all of the parts
into a coherent whole. This can have drawbacks. Many individ-
uals are very reluctant to relinquish control of their data, so
much so that many an attempted database effort has failed
for this reason. Even where this 1s not the case, centralized
control often creates a large bottleneck through which all



equests for change must pass. Changes, therefore, occur
reluctantly and slowly, resulting in inaccuracies and anach-
ronisms in the database. In addition, the iob of the central
authority is an enormous one. for this person (or persons)
must understand every aspect of the organization thoroughly
m order to model the data well, and must also have a thorough
knowledge of DBMS software. The database administrator(s)
must choose s design tor the system which optimizes usage
for the whole collection of users, a design which, however,
s often much less than optimal for any one uset. Thus. the
benefits of integration can have a very high cost.

The notion of a federated database architecture was intro-
duced to remedy these problems. A federation is a union of
two or more logically decentralized sources of data which may
be. but need not be, physically decentralized. The essential
difference from the systems above 15 the logical decentraliza.
uon. The individual components of a federation reman under
autonomous local control with, however, a certain amount of’
sharing and coordination. One component of the federation is
distinguished as the federal controller. It keeps track of the
topology of the federation, and aids in the entrance or depar-
ture of a component into or from the federation. The compo-
nents themselves. through the communications facilities pro-
vided by the federation. define the system and negotiate their
interactions. Each component has its own schema, which
states » hich of its data is private and which 1s to be shared in
the federation. Individual members of the federation may
change internally so long as thew interface to the federanon is
mamtained. The federated architecture 1s both dyvnamic and
modular, with components coming and going at any time. It
therefore carnes with it all of the well-known benefits of
dynamic modutar sy stems.

The research on federated systems s relatively new, and to
Jate there 15 only a small working prototype at the Universaity
of Southern Calitorma. However, as 4 compromise between
total integranon on the one hand and total autonomy on the
other, it 1 lughly desirable Lo many of today’s appheations.
In additon, the trend teday away from large mamtrame
computers toward networks of smaller machines makes the
federated approach to  database organization particularly
appropnate

V. A Database Management System
tor the DSN

In this section we bring together the requirements of
Section I and the system charactenstics of Section HlI to
recommend a system for the DSN. We then descnbe in some
detail the nature of thas sy stem.

A. A Federated System for the DSN

In choosing an architecture for the DSN we must satisfy
the three previously stated requirements. These are (1) applica-
tions must be able to share data and activities; (2) applications
must retain individual autonomy and contral of their data; and
(3) applications must be able to change with time.

Logically centralized systems fail to meet the second
requirement. If we were to adopt a centralized database
architecture for the DSN. all of the data from all of the
applications would have to be under centralized control. As we
have seen {rom the examples in Section Il this is impractical.

Logically centralized systems also do not meet our third
requirement very well. Because at any one time the towlity of
the database must be represented in a single logical schema,
changes in the database require a redesign of the schema.

The chanacteristics of federated databases, on the other
hand, seem to be perfectly matched to the needs of our DSN
environment. Federations allow for local autonomy, while
facilitating the sharing of data and sctivities. Federations are
also capable of evolving over time. Let us take a closer look at
what a federated information managen.ent system for the DSN
would be like.

1. The topology of the federation. The compunents of a
federation are the logically autonomous unmits of an organiza-
uon that sometimes need ' share data or jointly to perforn
some action. In the case . > DSN, these components are
the vanous administrative des described earlier, such as
Engineering Change Manages,.ont. Equipment and Materials
Management, Anomaly Reporting. Reparrs, Cabling, etc. A
distinguished component, which can be distributed among the
sites or be resident at JPL. is the federal dicuonary. whose
task 11 15 to record the topology of the federation. The diction-
any acts in establistung, maintaining, and termmating the
federation, as well as in monitoring structural changes.

Each application that needs autonomy, whether it be
ECM or Repairs or anvthing else, will be a logical component.
Some of these components will reside on the same machine,
others may reside at other NIM nodes, while still others may
be distnbuted throughout the NIM computer network. The
degree and nature of shanng and cooperation among these

‘onents will be expressed in the component schemas.
The federanon provides an integrated set of intercomponent
communication facilities. These are data unportation for data
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sharing, message passing for transaction sharing, and negotia-
tion for cooperative activities.

2. The component schemas. Each component of a federa-
tion is a logical entity having its own component schema.
This schema describes the information of concern to the
component and has three parts: an export schema, which
specifies the information it is willing to share with other
components; an import schema, which specifies the infor-
mation in the federation that the component wishes to access;
and a private schema, which specifies local information, which
the component is unwilling to share at all.

The export schema for the ECM component would likely
coatain most of its data, since ECM is a network-wide activity.
Its import schema would contain the items exported from the
equipment database, cabling database, anomalies database, and
possibly others. Other components, such as Repairs, would
have a larger private schema while exporting relatively less
information. The actual content of these schemas will be
decided through the negotiation mechanisms of the federation
according to the needs of the components.

It is highly possible that one component importing data
from another will need to have a different view of the data.
The federated model also provides operators for deriving both
types and attributes. This means that is is not necessary for
components to agree on a common view of the data for shar-
ing to take place.

The federal dictionary component is the repository of
information global to all components, which includes infor-
mation describing the structure of the federation. Its import
schema is used to collect this global informatiocn, while its
export schema is used to share it with the other components.
Any component of the federation can find out from the
dictionary what components currently constitute the federa-
tion, and how it may communicate with them, as well as
obtain a summary of the kinds of information available.

3. The data model. The federated architecture requires a
common data model to be used throughout the federation,
although a component may use any data model of its choice
for internal use. Each component uses the federation model
to define its export, import, and private schemas. The federal
dictionary component uses the model to define the structure
of the federation.

While it is poss 2 that any data model could be made to
work as the federation model, a semantic model, such as the
Event Database Model (Ref. 4) is preferable because many
kinds of relationships between the data can be represented. In

150

addition, since the model is not tied to any particular physical
representation, the underlying physical implementation of the
database can change without . _ecting its logical expression.

If the logical components of the federation use a different
model than the federation model, a translation can be made
between the two. This is important if components are to be
managed with DBMS software commercially available today.
Because of the simplicity and structural independence of the
relational model, it is the best commercial choice available
today for the components to use.

B. Evolving the Federation

One of the advantages of adopting the federated approach
to database organization is that the database can be developed
incrementally. Components can come into or depart from
the federation at any time. A component can also chamge
internally, so long a< it supports its interface to the federa-
tion. This evolvability is particularly appropriate for the DSN,
as funding is easier to obtain in increments. The federation can
grow both within the NIM system and beyond.

1. Within the NfM. The extendibility of the federated
architecture means that as the NIM communications and
hardware expands, so does the federated information manage-
ment system. The federation for NIM can evolve from the
components themselves. They will each express their own
export, import, and private schemas, and will use the negotia-
tion mechanism of the model to achieve a desirable configura-
tion. This configuration need by no means be static. Compo-
nents can negotiate for their entrance or removal from the
federation, as well as restructure themselves intemally. This
means that as new applications are added to the NIM system
they can easily become a part of the federation. and assures
that the federation will always be an accurate model of the
application environment. The basic iines of autonomy and the
patterns of interaction are the governing design principles to
be embodicd.

2. Beyond the NIM. The federated architecture can also be
extended to include components outside the NIM assembly.
This is particularly desirable, for the DSN needs to interact
with varinus JPL institutional systems from time to time.
These include institutional systems for financial management,
personnel management, property management, work sched-
uling, mission planning, etc. A higher-i:vel federation, one
with the NIM federation as one component (the DSN compo-
nent) along with these other inctitutional systems, can be
envisoned. The principles of design are the same. All .iat is
needed is the necessary hardware and communications to
link them together.



V. Comparison of an Alternative Choice

In this final section we consider a proposed alternative to a
federated system. In our evaluation, we focus on two basic
features. The first of these is the desirability of a general-
purpose vs a special-purpose system. The second is the desir-
ability of a dynamic vs a static system. Also, the life<cycle
costs of both choices must be considered.

The database system now under consideration for the DSN
is a system of separate, independent databases for each appli-
cation on the NIM. This approach is an electronic counterpart
of the situation that exists now, and can be achieved with little
research or dewclopmant effort. As before, each application
will own its data. However, because of the communications
provided by the NIM network, any application will be able to
peruse the d..a from any other application’s database. Never-
thedess, one application will not be able to use the data in
another database without writing a program to incorporate
that data into its own system. The imported dat+ will liave to
be duplicated, interpreted, and restructured betore it can be
used. Compasite information will still be extremely difficult to
obtain. This is because each application will have data in
different and incommensurate forms. The task of utilizing
these different views of the data is not trivial, and standardiz-
ing these views is tantamount to centralization. In addition,
keeping redundant copies of data creates a problem of consis-
tency with updates that must be dealt with. The costs of
duplicate storage space, and of time to transmit copies back
and forth across the network must also be considered.

While it is true that the interactions provided by the fed-
erated model can be realized on a case-by-case basis by means
of ad hoc application programs, this can become extremely
costly in the long run. For, as the number of components
increases, the cost of application software to tie them together
grows geometrically, whereas the cost of the federated soft-
ware stays the same. The federation provides a general-purpose
system for maintaining autonomy while facilitating sharing.

The distinction between the ad hoc altemative approech and
the federated approach is the distinction betwoen generality
and flexibility on the one hand, and specificity and rigidity

on the other.

Also, if it were possible to state at any one time all the
ways in which the data are to be shared amongst the users of
the NIM then one could implement the necessary programs to
do this. However, obtaining such a specification is unrealistic.
Changes are a fact of life, and the ability to respond to changes
is - highly desirable feature, saving much cost over the years.
Only a federated system offers the ability to change these
interapplication, intercomponent relationships dynamically.
Therefore, it is the lifecycle cost of each altemative that
must be compared. The added time, effort, and dollars neces-
sary to implement the federated information management
system, from first principles, is more than likely to pay for
itself as time goes by.

V1. Conclusion

In this paper we have examined several key DSN adminis-
trative functions. We have seen how these activities need to
have a data management system which will allow them to
retain their individual avtonomy and which will also allow
them to share data. We have also seen that these activities
need to be able to grow and change independently of each
other. They therefore require a data management system
that is dynamic.

We feel that the federated approach to database organiza-
tion is particularly appropriate to this situation. We also feel
that the benefits of implementing it far outweigh the costs.
The development of a federated information management
system is an ambitious undertaking, but one worthy of such
an important organization as the DSN. The results are very
exciting to contemplate.

Acknowiedgments

This paper was written under the supervision of Dr. Dennis McLeod, Department of
Computer Science, University of Southern California, in partial fulfillment for the Master

of Science degree.

1 wouid like to thank Dr. Dennis Heimbigner of USC for his direction of this effort,
and Dr. Richard Hull of USC and JPL for his valuable comments. I would also like to
thank the various people at JPL for their information and/or support: Bob Iverson,
George Madrid, C~nrad Chatbum, Russ Hedges. Merle McKenzie, and Lar Hawley.
In addition, | am prateful to the people of the Aaron-Ross Corporation for conducting
and making available to me their exhaustive user survey.

151



152

References

1. “Deep Space Network Subsystem Functional Design: Deep Space Network Informa-
tion Management (NIM) Assembly,” Aaron-Ross Corporation, Glendora, Calif., 835-2,
Feb. 1982.

2. *NIM Fourth Progress Review: Level ‘D’ (Backup Information),” Aaron-Ross Corpora-
tion, Glendora, Calif., Feb. 1982.

3. “NIM Program Specification Document,” Aaron-Ross Corporation, « ‘endora, Calif.,
Feb. 1982.

4. King. R., and McLeod, D., “The Event Database Specification Model (A Preliminary
Report).” In Database Modelling, editors M. L. Brodie. J. Mylopoulos, and J. Schmidt,
1982 (to be published).

5. Hull, R. “An Introduction to the New Productivity Information Management Systems
(I'IMS),” TDA Progress Report 42-70, Jet Propulsion Laboratory, Pasadena, Calif.,
Aug. 15, 1982.

Bibliography

Aaron-Ross Corporation, “Deep Space Network Generzl Requirements and Plans:
DSN Network Information Management (NIM) Assembly (1982 through 1989),” 821-6,
Revised Dec. 1981, Glendora, Calif.

Date. C. )., An Introduction to Database Systems, Addison-Wesley, 1981.

Hammer, M., and McLeod, D.. “On the Architecture of Database Management Sys-
tems.” In Infotech State-vf-the-Art Report on Data Design. 1980.

Heimbigner., D., and McLeod. D.. “Federated Information Bases (A Preliminary
Report).” In Infotech State-of-the-Art Report on Data Design, 1981.

Heimbigner, D.. and McLeod. D.. “*An Approach to Logical Database Decentraliza-
tion.” Computer Science Department, University of Southern California, Los Angeles,
Calif.. Dec. 1981.

King. R.. and McLeod, D.. “Semantic Database Models,” Database Design, editor
S. B. Yao. 1981.

King. R. and McLeod. D., "A Semantics-Based Methodology For Database Design.
Use. and Evolution.” Computer Science Department, University of Southern California,
* os Angeles, Calif., Dec. 1981.

Mcleod. D. and Heimbigner, D., A Federated Architecture for Database Systems.”
In Proceedings ./f the National Computer Conference, AFIPS, pp. 283-289, Anaheim,
Caht.. May 1980.



TDA Progress Report 42-70

N8% 32545 L6-37

May and June 1982

CONSCAN Implementation for Antenna Control Assembly
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CONSCAN was previously recommended for implementation in the Antenna Control
Assembly. This article presents specifics of this implementation, including calibration,
signal cleanup, anc system protection. Equations for programming the algorithms are

provided.

I. Introduction

Reference | discussed the merits of several automatic track-
ing techniques, and concluded that CONSCAN (conical-scan
tracking) was most desirable for DSN antenna application.

Additional effort was necessary to develop the equations
and algorithms required for the implementation of CONSCAN.
This article provides that detail as the final phase of the study
involving automatic tracking techniques for the Antenna Con-
trol Assembly (ACA).

This report presents the detailed analysis and instructions
for implementing CONSCAN into the ACA.

Il. CONSCAN Algorithm

Scan dewiation may be defined as deviation of the antenna
beam axis from the antenna boresignt axis. The deviation 1¢
resolved into two orthogonal components called elevation and
cross-elevation. Let

E(k) = elevation deviation

X(k) = cross-elevation deviation

A(k) = azimuth deviation (or hour-angle deviation)
E N anteana elevation (or declination)
A_ WNT - antenna azimuth

To maintain cross-levation deviation constant with elevation,
the azimuth deviation must vary with elevation angle:

Ak) = X(k)secEANT (1

From Fig. 1, the scan equations are

E(k) = Rsinwk & (2)

X(k) = Rcoswk A (3)
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P = scan period, s

R = scan radius, deg (Fig. 1)
k = no. of units of A (constant)
A = time between updates (for data samples)

Hence, having chosen the time between updates, and indexing
time by the number k, the scan deviation may readily be
computed.

Iil. Antenna Pointing Angle Equations

The components of the antenna pointing angles, £ 4,
and 4 ,po are calculated for two cases, CONSCAN OFF and
ON. (Refer to Fig. 2)

(1) With CONSCAN OFF,
E ngk) = Eppepk) + Ep,g(k) + 5 @)
At k) = Appep(R)+ A, oK)+ S, )
where the subscripts are

ANT = actual antenna command
PRED = predicted value from ephemerides

TAB = value from systematic error correction table

and where,
S g = total correction for elevation
S 4 = total correction for azimuth
=S o sec Ek)
S, = total correcti n for cross-elevation

(2) With CONSCAN OV,

Enpk) = E

PRED * ETAB(k) + SE + EC(k) (6)

ANt E) = Apppp Y Ar,ptk) S, +A4K)

= Apppp t A pK) S,

+ X (k)secE 4y Q)

where E, and X are the latest (kth) correction in elevation
and cross-elevation, respectively. The predicts for azimuth and
elevation are calculated from the spacecraft ephemeris or from
the known location of a radio star. The Correction Table is a
set of stored corrections and provides a first-order correction
to previously measured systematic errors.

V. Coordinate Correction Algorithm

Reference 2 derives the expressions for corrections in each
coordinate. These corrections are given in integral form, but
are modified to conform to digital processing requirements by
expressing them in summation form as follows,

E.=G ). Vbsin(wka+2) ®)
SCAN &

Xo=G ) Mkjcos(wka+2) o)
SCAN &k

where (k) is the kth edited signal sample,

G = gain

Z = phase shift

The phase shift Z is required because of mechanical phase
lag of the antenna response and the phase lag of the AGC or

radiometer averaging. The gain G and the phase shift £ must
be calibrated for each antenna configuration and signal source.

The values of E» and X» may be determined by one of the
following approaches:

(1) Brute Force correlation.

(2) Fast Fourier transform.

The Brute Force approach is simple and is indicated by the

nature of expression. All that is needed is use of a sine and
cosine lookup table, multiplication, and accumulation.

The fast Fourier transform (FFT), although it requires
more computations, provides more information as a bonus.



Analytically, the resuitant correction parameter Y, having two
components X and £, is expressed as

Y = X +iE, (10)

where j is the square root of - 1. If we use Eqgs. (8) and (9) and
DeMoivres theorem,

Y =G ), Vk)elrsrd

= Gel? ) M) elrs an

This is the Y(1) term of the discrete Fourier transform, gener-
ally computed by the FFT. The transform is

Y(N) = Ge'Z Z Vik) eNwka (12)

The term Y(1) gives pointing error. All terms for N > 1 are a
measure of anomalies. For example, ellipticity ir the antenna
beam will give a very small but finite contribution to Y(2).
Normally, all Y(NV) for N 2 2 will be very small because V(k) is
usually nearly constant. When V{k) has a glitch due to receiver
dropout, interference, or a step change of signal such as a
spacecraft transmitter mode change, then Y(V) for N 2 2can
be much larger than Y(1). Thresholding can be done on a few
values of Y(N) to detect anomalous conditions in order to
reject potentially absurd calculated “corrections.”

The number of signal samples per scan must be chosen to
be a power of 2 in order to directly use the FFT. For example,
the conveniently sized 512-point FFT provides a scan of 51.2's
when a signal sample rate of 10 Hz is used.

The steps followed in using the FFT are:

(1) Using the V(k) values for a scan, calculate Y(N) by
performing the above summation (Eq. 12), for several
values of NV, say 2, 3,and 4.

(2) Compare each Y(V) thus computed to preseiected
threshold. If the threshold is exceeded, the correction
for this scan is rejected. The threshold that is chosen
should be small: it should be on the order of the scan
radius. However, it should be large enough to allow the
second harmonic generated as a result of elliptic cross
section of the beam to be ignored. The rejection rate
due to glitches and other spurious content of Y(V)
should be less than 5 percent.

V. Tracking Signal Cleanup and Protection
During Track

Reference 1 proposed signal cleanup and protection
schemes both for radio sources and spacecraft.

The signal inputs are (1) square law detector output for
radio sources and (2) AGC (Automatic Gain Coatral) voltage
for spacecraft tracking. The anomalies that are likely to occur
that will affect the received signal power may ¢ listed as
follows:

(1) Signal dropout due to momentary receiver dropout
(out-ofdock), operator error or some unexpected tran-
sient (glitch) in the receiving system.

(2) Change in spacecraft transmitter or antenna mode.

(3) Spacecraft antenna pointing direction change with
spacecraft limit cycling, or some other change on board
the spacecraft causing variation in the downlink signal
strength.

(4) In the case of spin-stabilized spacecraft, modulation in
the signal level due to spin rate.

Testing is a very essential part of signal processing. Since
the data processing requirements are low and the penalty for
spacecraft data loss is high, tests should be made as frequently
as possible.

When tracking radio sources, a single receiver dropout
should cause a scan correction to be skipped. Further,
expected signal level should be compared to observed AGC
level as another check. AGC can be calibrated at known signal
levels, and/or by feeding the expected signal level to ACA. The
apparent signal level is continuously compared with the
expected (predicted) signal level, and, if deviation is greater
than 1 or 2 dB, that scan is rejected.

However, if there is a slow cycling of signal level, a straight
line connecting the last and the first point may be subtracted
to determine the difference in signal level.

Hence, ignore scan if

| V{k) - expected V(k) | 2 threshold (13)

This is the condition of vut nf lock;if cycling (low)is expected,
the straight line test referred to above is analytically expressed
as,

Vik,)- V(0)
Vik) - — Gy~ k- VO)| > Th

[

(14)
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where
Th = threshold (1 or 2 dB)
k_ = number of points in scan

o

For testing of radio source trac<ing anomalies, the system
temperature and the expected radio source temperature should
be provided so a check can be run. This will entail a precise
setup for the radiometer gain to ensure accurate comparisons.
A table of temperatures for common radio stars could be
easily stored into the system memory.

If T, is the system operating temperature and T, the radio
source (expected) temperature, the scan should be ignored if

scaled [V(k)] < Top (15)

or
scaled [V(k)]) > Top + T + margin (16)

There is the very real likelihood that, even though signal
level is continuously and carefully tested, an unusually large
correction may sneak through. Thus limit tests become neces-
sary. These may be categorized as first limit and second limit.

(1) First limit: If the desired correction exceeds the first
limit, correction only to the extent of the limit value is
to be made. Examples of limits that could be set as first
limits on elevation and cross-elevation are

(a) For S-band, 0.015 deg
(b) For X-band, 0.005 deg

If the next correction has to be the same limit {because
it is equaled or exceeded), no correction should be
made; instead, a warning is generated.

(2) Second limit: If the desired correction exceeds the
second limit, no correction is made; instead, a warning
is generated. Example limits for elevation and cross-
elevation that could be set are

(a) For S-band, 0.030 deg
(b) For X-band, 0.010 deg

VIi. Antenna and Signal Source Gain and
Phase Calibration

Referring to Egs. (8) and (9), we see the gain parameter is
given by G. At thus time. an expression for G will be derived to
enable calibration.

The closed loop time constant T is given by (Ref. 2)
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T =-Pllnr an
Define

r=1-h4 (18)

where A in Ref. 2 has been defined as “selectable” gain and P =
2nfwm.

A is a parameter readily measurable by use of expressions
11 through 21 (Ref. 2). Equation (19) of Ref. 2 expresses it as
(for radiometer)

A = CBT¢ (RP[2 (19)

where C is a constant representing receiver gain, and B is the
effective band width:

e 2
D IH(f)I’df]
B==2 :

- (20)
f \H(N* df
(
with |H(f) | the pcwer gain, and
vry = BB = 4wt
§R) =35 |,.. "B 5=R
= .2 &. e_“szwz
w?
=22 MR 1)
w?

R as used above is the scan radius and w is the antenna
beamwidth between half power points.

u=4In2=2773 (22)

From Eq. (18) above,
Inr =ln(l-h4d) = -h4 (23)
substituting in Eq. (17),

T = PlhA (24)
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Thus, expressing G = hA after dropping the negative sign,

G (radiometer) = ——é-‘i (25
uCBT TR )
For < acecraft, Ref. 2 (Eq. 101) has
A= M (26)
2w?
where k' is found by calibration of the AGC slope.
By using Eq. (25) and G = A4,
G (spacecraft) = M @27
k'uTR

k' may be calculated by using the derivation for fast AGC in
Ref. 3, where in Eq. (12), the expression to be used is

(28)

o
Vice = > In ¥(?)

where v(f) is the n\ormalized voltage gain (Eq. (63), Ref. 2),

a= k—l. (29)

with R2, 6%, ¢* << w* (Eq. (63), Ref. 2) using Eq. (91) of
Ref. 2. and Eg. (26) above,

URP &,
2

Eq=h (30)

Jaw

a 1s given in Eq. (3) of Ref. 3, and ¢, is the symbol for
elevation (cross-elevation) deviation in the kth scan.

W

8.686 a = slope in dB/volt = §

or

k' = lla = B.686/S 3D

1

Equation (27) above can be rewntten by substituting &' from
Eq.(31)above and u = 2.773

An?

; = 0.08308 (32)

We will now discuss phase-shift calibration. Equations (8),
(9), and (11) above include the phase term Z. The phase shift
is needed because

(1) For radio source tracking, filtering in the radic neter
causes a phase lag.

(2) There is a filtering effecy of AGU, during spacecraft
tracking.

(3) Phase lag of the antenna is a function of tie scan
period, e.g., for a 64-meter antenpa (Ref. 2) and

(a) Fora 28-sscan,Z =-30 deg
(b) Fora58sscan,Z =-15 deg

The required value of Z may be measured by the following
means:

(1) Assuming a nominal value of Z, CONSCAN the antenna
to achieve boresight.

(2) Open the control loop, and offset the antenna in one
axis only, say cross-elevation.

(3) If the nominal Z is correct, the correlation and hence
the indicated correction will be nonzero in only the
offset axis.

(4) If Z is incorrect (i.e., if correlation is nonzero in both
the axes), the correction for Z for the case of cross-
elevation offset is:

-1 _ elevation correction
cross-elevation correction

az

| Ec®

tan

It the fast Fourier transform (FFT) is used for signal process-
ing, the phase angle of the fundamental output Y(1) is exactly
AZ.

VIl. Signal Source Acquisition Policy

Predicted offset from boresight is expected to be within 10
dB (X-band) initially. As this raises the possibility of large
anomalies, a spiral scan for acquisition is recommended.

To attain higher accuracy in initial acquisition, three param-
eters should be established.
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(1) Beamwidth B in which acquisition is highly likely.
(2) Time T necessary to make a decision.

(3) Size of the search region.

The procedure for initial acquisition is as follows (Fig. 3):
(1) Dwell at best gress for T seconds.
(2) Move out B/2 in one axis.
(3) Dwell at that position for T seconds.

‘4) Traverse spiral until the search is complete (the spiral is
discussed below).

(5) Set the scanner at the point of maximum signal level.
Alternatively, one may stop when any signal is found:
but this may be a side lobe.

The spiral search is done by arguing that for every 2w
increase in 0 there should be an increase in R by B, i.e.,

dR _ d¢
& .49 33
B "2 (33)

The coordinate system is shown in Fig. 3a.
If the scan rate is é, at R radius of scan velocity is,
(34)

velocity = R 0

so if in T seconds the beam has moved by an amount B, then

RO)T = B (35)
solving v g4s. (33) and (35), we have
[, B
R(@) = ‘/Rg T (36)
#0) =2 [R()-RO)] &)

where

8(0) = 0: R(0) = R,
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Another maybe simpler v 7y to a solvtion is to implement
Eq. (35) directly. Every T seconds, command a chang= in 8 at
the ratc

o " RT G8)
with Az =T,
af = RﬁT— T = % (39)
Using Eq. (33) now and substituting Eq. (39), we have
AR = 2 A8 = B 40)
27 2nR

The response to commands every T seconds can be prevented
from being jerky by choosing T/N intervals instead of T, with
N such that smoothness results. Simulianeously, Af and AR
quantities can be attained in N steps.

Viii. Conclusions

This report is intrnded to be the final one as regards
investigation into COGNSCAN and treatmen* of appropriate
algorithms for signal cleanup and limit tests to assure its
maximum accuracy and desirability.

The treatment described herein is designed tu lead to dev.l-
opment of software for CONSCAN antenna operation includ-
ing K band. Summarizing the recommended techniques to be
employed in conjunction with CONSCAN:

(1) For initial acquisiton, employ stepped spiral search.

(2) Employ continued and incessant testing of ... to
verify:

(a) Indock.
(b) Reasonable in level.
(¢) Within limits.

(3) Use FFT for signal prr_essuip i feozil!» a3t provides

more tests -nz .asight into ¢ ustco~e of plitei s and
spu-’ " us content of the input signal level.
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This article provides an overview of the Mark IV GCF as it is being impler:iented to

support the Network Consolidation Program.

I. Introduction

The Network Consolidation Program (Ref. 1) requires that
the Ground Communications Facility (GCF) (Ref. 2) be up-
graded in order to support the mission set of the eighties. The
key characteristics of the GCF do not change appreciably -
the Mark IV DSN (see Figs. 1-3). The changes made are in
the area of increased capacity rather than changing character-
istics. Common carrier circuits continue to be the medium for
data transfer. The message multiplexing in the iz-k IV era
differs from the Mark III era in that all multiplexing will be
accomplished in a GCF computer under GCF software con-
trol vs hardware multiplexing at the NASA Communications
(NASCOM) level, similar to the multiplexing currently done
in the High-Speed Data Subsystem.

The Signal Processing Center (SPC) a.semblies will be
controlled and monitored by the SPC Monitor and Control
Subsystem while the Central Communications Terminal (UCT)
equipments will be monitored and cointrolled by the GCF
Monitor and Control Subsystem. The computers required for
the Mark IVA will be composed of the Modcomp 11/25 com-
puters currently in use by the GCF: their functions as rede-
fined will require software changes.

l. Digital Communications Subsystem

The Digital Communications Subsystem performs the
exchange of digital data between the SPC and JPL using
common carrier circuits. Because lease .osts of circuits are
high, block multiplexing is used to allow sharing of the lines
between projects. This suhcystem also does data routing
either to the proper SPC or the proper user. To maintain
high-quality communication, error correction by retransmis-
sion will be used :n the 56-kb/s duplex line, using an algorithm
similar to the current algorithm used with highspeed data.
Original Data Record (ODR) data logging will be accom-
plished at the SPC. At the CCT, the capability for front-end
recording will be continued. This subsystem interfaces with
the Network Operations Control Center (NOCC) (for which
it accomplishes data routing) and with the Mission Control
and Conputing Center (MCCC), the Remote Mission Operation
Center (RMOC), and Project Cperation Control Centers
(POCCs). This subsystem also routes data to the Data Records
Subsystem (see Fig. 4).

The Digital Communications Subsystem i composed of
five subassemblies.
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A. Area Routing Assembly (ARA)

The ARA at each SPC is composed of two identical com-
puters: one for prime and one for backup. The two computers
are to be converted Communication Monito: and Formatter
Assembly (CMF) computers (Fig. 5). The ARA assembly will
provide regulation and control of data transmission. It will
provide routing of data received to the proper link at the SPC.
Low-rate data will be multiplexed on the 56-kb/s dupicx
line. Data will be sent in 4800-bit blocks, though 1200-bit
biocks will be available to the GCF users.

B. Station Digital Communications (SDC)

The SDC will consist of data transmission equipment includ-
ing line interfaces. data sets, modems, NEDs, CBs, digital and
analog test equipment, and patch facilities for trouble isola-
tion as well as a frontend line interface between the actual
data sets and NED appearances (see Fig. 6).

NASCOM Engineering will provide all dats transmission
equipment including data sets, modems. line interface circuits,
and analog test equipment. The DSN/GCF demarcation point
between the DSN/GCF Data Terminal Equipment (OTE) and
the NASCOM Data Communications Equipment (DCE) will
be at the uigital wmterface to the data set or other such carrier
¢quipment provided by NASCOM.

C. Central Digital Communications (CDC)

The CDC in support of Mark IV-A will consist of data
transmission couipment including line interfaces, data sets,
modems, NEDs, CBs, digital and analog test equipment and
patch facilities for trouble isolation as well as front-end
digital line switches between the actual Digital Service Units
(DSU) and the NED:s (see Fig. 7).

NASCOM Engineering will provide all data transmission
equipment, including data sets, modem, DSUs and common
carrier interfaces associated with overseas SPCs. The DSN/GCF
interface between the DSN/GCF DTE und the NASCOM DCE
will be at the digital (V.35) interface to the NASCOM DCE
provided by NASCOM.

As part of the CDC implementation, a new digital line
switch will be provided to interface 56 kb/s and/or 224 kb/s
lines from each of the SPCs. The switch will provide appro-
priate interface for 7.2 kb/s data sets as well as WBD (56 or
224 b/s) line devices.

D. Erro: Correction and Switching (ECS) Computer

Four Operational ECS computers and one backup wll be
provided. They will be converted from the present four ECS
computers plus one former CMF computer. The pnme frine-
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tions of the ECS computer are thoss of multiplexing, demulti-
plexing, error correction, and data routing (see Fig. 8).

E. Network Communriratk a8 Equipment
(NCE) Assembly

One operational NCE computer anl one backup will be
provided. They will be the present two NCE computers with
minor modifications (see Fig. 9). The NCE serves to interface
the Network Data Processing Aica (NDPA) Real-Time Monitor
{RTM) and support computers directly with the Digital Display
Processors (DDPs) and with the outside world via wideband
data lines (WBDL) to the ECSs. The NCE provides s corumuni-
cation link between the ECSs and the subsysteins of the NOCC
in the NDPA. 't extends the GCF interface to the RTMs and
the support processor. '

ii. Analog Intersite Communications

The GCF microwave presently on line at the Australian
and Spanish locations will be decommitted on the completion
of the front-end area (FEA) moves to the SPC locaticas. The
radios currently in use between DSS 12 and DS= 11 will be
reused (see Fig. 10). The radios at DSS 11 will be decom-
mitted and reinstalled at SPC-10, and the antennas at DSS 12
will be reoriented as required; the DSS 11 antennas will be
reinstalled at SPC-10. The multiplex and radio equipment
will be configure’ in standard 8-foot open-channel racks
(not cabinets) sit a to the existing microwave racks. The
additional equipment will be Collins 518-W radios and Collins
MX 106 multiplex equipment. The existing path will require
additional antennas to connect the additional radios.

The computers at FEA-12, being remote from SPC-19,
connect to a LAN imerface panel. Th¢ interface panel accepts
data from the computers and tforwards the data via microwave
to a companion interface panel at SPC-10. The computer-
generated data are reconstituted and forwarded to the SPC
LAN. Transmission in the opposite direction is similarly han-
dled. Dual LAN interface panels and microwave channels are
used for redundancy.

The LAN interface panel will remote the LAN ports in the
SPC to matching LAN ports available .o FEA processors. The
link will be via microwave and will utilize a 56 kb/s channel,
full duplex. The Western Union microwave link (¥PL-Gold-
stone) will be expanded to handle the Mark 1V service.

IV. Voice Conimunication Assembly

The Mark IV voice assembly will be configured from the
equipments currently used, namely the tactical intercom,



comm junction module, and station voice switch assemblies.
There will be no changes required at the JPL end (GCF-20)
(see Fig. 11).

A tew communication panel will be developed for use
with the new SPC consoles. Because of the advanced age of
the Tactical Intercom Assembly (TIC) panels, a new circuit
board will be developed to bring the system more in line
with current technology.

V. Teletype Communications Assembly

The Mark [V teletype assembly will be made up of the
equipments as they are configured at the present time. There
are two basic services provided:

(1) 110-baud service using teletype machines with the
circuits rovted by the NASCOM GSFC teletype (TTY)
switch to the WCSC located at GCF-20. (This provides
for normal administrative test message service.)

(2) 300-baud service, whereby the station personnel have
access to the DSN data base located in the JPL Admin-
istrative Comp-rter via an auto dialer located at GCF-20.

V1. Monitor and Control

One operational CCM computer and one backup will be
provided. They will be the present two CCM computers, with
minor modifications (see Fig. 12).

The GCF monitor and control subsystem is based in the
CCM, whose major functions include the collecting, processing,

and displaying of real-time status and performance of the GCF
subsystems. The overall monitoring of the CCT will be accom-
plished via the CCM computer and its associated displays and
via the central console. The CCM computer will provide moni-
toring of the status of all equipment of the GCF.

Computer status reports, which do not deal with configura-
tion but primarily with GCF performance (error rates, traffic
tlow, etc.), are formatted and forwarded to the CCM as stan-
dard GCF data blocks. The CCM will provide displays by
means of the Grinnel display converter and the TV switch.

A CCM line printer will be used for DRG IDR gap reporting
and summary and post-pass histories. Labels for tapes from
the ECS and DRG computers will be printed on label printer
terminets. The summary for the data channels and status and
alarm messages will be printed on the console terminet.

Vii. Data Records Generator

Three operational DRG computers and one backup will be
provided. They will be converted from the present DRG lineup.
The chief function of the DRG is to provide IDRs that arc
recorded on magnetic tape. The program of the DRG is the
only one that is mission-dependent (see Fig. 13).

The DRG software will check each data stream for correct
SPC. spacecraft ID, UDT/DDT, gyoss data description (GDD)
block serial number {BSN), block hea’sr time, and error
status code. During the pass, the DRG will detect gaps and
output real-time gap statistics. These data will normally be
output on a CCM display, but may also be printed. At the
end of a pass, the DRG outputs a complete IDR report includ-
ng gap list, via the CCM.
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An Introduction to the New Productivity Information
Management System (PIMS)

R. Hult
Telecommunications Science and Engineering Division

This report describes the Productivity Information Management System (PIMS), which
& being developed at JPL. The main objective of this computerized system is to enable
management scientists to interactively explore data concerning DSN operations, mainte-
nance and repairs, in order to develop and verify models for management planning. Thus,
PIMS will provide users with a powerfui set of tools for iteratively manipulating data sets
in a wide variety of ways. Most current database systems are designed to support a narrow
range of predetermined tvpes of queries. Thus, the design of PIMS includes unique, state-
of-theart features. The initial version of PIMS will be a useful but small-scale pilot sys-
tem. This report (1) discusses the motivation for developing PIMS, (2) describes the
various data sets which will be integrated by PIMS, (3) sketches the overall design of
PIMS. and (4) describes how PIMS will be used. A survey of relevant databases concerning

DSN operations at Goldstone is also included.

l. Introduction

The operation of the Deep Space Network (DSN) costs
1oughly $59 million a year.! The annual cost to JPL of opet-
ating the facility at Goldstone alone is roughly $15 million.
and involwes some 215 contrac’or manyears (Ref. 1). In this
period of financial limitations, even incremenial improvements
in DSN efficiency yield important savings for JPL; and selec-
tions between alternative implementations and policies can
have substantial financial implications. These facts underline

! This includes the operation of the three deep space complenes and the
Network Operations Control Center and the logistical and sustaning
enginecring costs Long-range planning for advanced cquipment and
future projects costs an additional $35 milhon.

the utility and necessity of reliable, easily accessible informa-
tion about DSN operations and expenditures. This report out-
lines the proposed development of a new computerized
system. directed at providing convenient access to some of
this information. Although only in the piiot stage, this system
will provide very flexible access to an integrated, moderately
detailed view of DSN productivity and costs.

Several highly successful computerized information man-
agement systems have been iraplemented at JPL over the past
few years to facilitate various aspects of operating the DSN
(e.g.. the Equipment Database and the Engineering Change
Management Databases of Section 377, and the DSN Schedul-
ing Database of Section 371). Each of these systems was devel-
oped to accomplish a specific range of tasks concerning a fairly
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narrow aspect of DSN activity. In most instances, these data-
bases were developed independently of the others. For these
reasons, it is hard to use these systems to develop an integrated
yet detailed picture of DSN operations and expenditures.
Furthermore, it is difficult and cumbersome to obtain infor-
mation of an ad hoc. nonroutine nature from these databases.

To illustrate this point in dramatic but clearly oversimpli-
fied terms, we present a brief analogy. Suppose that we were
given (1) an alphabetical listing of all JPL employees and their
office prone numbers, (2) a listing by section number of ali
the emp’oyees in each section. and (3) a listing, ordered by
increasin: telephone number, of the charges accrued against
each phcae during a given month. It is easy to imagine how
such different lists could be generated by different groups for
different purposes. Suppose nuw that a listing of the total of
charges accrued against the phones in each section were
desired. Clearly. it would be cumbersome and time-consuming
to provide such a listing. Speaking broadly, management
scientists are interested in all kinds of ad hoc, nonroutine
aggregate summaries such as this, and the existing DSN data-
bases simply cannot provide them in a rapid, convenient
manner.

A second obstacle to developing an integrated view of DSN
operations is that important information conceming expendi-
tures is recorded in a variety of different ways. In fact, some
ot it is not at present recorded electronically. For example,
information concerning most of the activity of the Mainte-
nance and Integration Unit at Goldstone is recorded and
stored on paper. Furthermere, some information relevant to
determining operating costs (e.g.. how many manhours are
spent in transit between stations) has not, until recently. been
recorded at all.

As a first step in resolving this problem, a group working in
Division 330 (Telecommunications Science and Engineering) is
currently developing the Productivity Information Manage-
ment System (PIMS). The system will integrate data concem-
ing various aspects of DSN operutions. A Jdistinguishing feature
of PIMS will be the highly flexible accessing capabilities: users
wil! be given tools for interactively manipulating and analyzing
data sets in any way they choose. The initial implementation
of PIMS is narrow in scope and will tocus entirely on DSN
operations at Goldstone. The system is viewed primarily as a
pilot rather than as a full-blown, generai-purpose tool. How-
ever, the system should prove useful to management scientists
for the purpose of developing and testing management models,
and to both managers and management scientists for the pur-
pose of analyzing current DSN operations and choosing among
various future alternatives. The experience gained in imple-
menting and using this pilot version of PIMS can later be used
to guide futher expansion of PIMS, and possibly to provide
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impetus for the development of a considerably more compre-
hensive information management system for the DSN.

The aim of the current report is to discuss the motivation
for developing PIMS, to describe the various data sets which
will be integrated by the initial version of PIMS, to briefly
sketch the overall design of PIMS, and to indicate how PIMS
will be used. In Section I the motivation behind PIMS is
discussed in more detail, and the long-range direction of PIMS
is considered. Section 1II presents an overview of the general
capabilities of the initial version of PIMS, and Section IV
describes the overall design of this initial version. In Section V
we describe two examples of how PIMS will be used to inte-
grate dats and derive certain types of information. And in Sec-
tion VI we conclude by indicating the current status of the
effort to implement PIMS and discussing some possible exten-
sions of PIMS. Twu sppendices sre included. The first presents
brief descriptions of the major databases currently maintained
concerning DSN operations at Goldstone. The second contains
copies of several of the forms used to collect data for those
databases, and also examples of the outputs of some of them.

. Motivation for PIMS

This section presents an overview of the motivations behind
and objectives of PIMS. As noted in the Introduction, the
expense of operating the DSN is considerable. Thus, imple-
mentation of efficient operational policies can lead to sub-
stantial savings and cost reductions. In this period of financial
limitations and reductions, such savings gain even greater
significance.

An important tool in developing these cost-saving policies
is studying the current operation of the DSN. Indeed, as indi-
cated in Appendix A, a wealth of data concerning DSN opera-
tions is being recorded each week, and much of it is publicized
through periodic reports or is directly accessible. However, the
different data sets are recorded and maintained for different
purposes, and their overall characters reflect these differences.
For example, the Barstow Production Control (BPC) database
(A4 in Appendix A) stores the manhours expended on compo-
nent repairs, retaining detailed manhour information for each
component repaired. On the other hand, the Manpower Utili-
zation Reports (A6), which record manhours expended in the
actual operation of the antenna stations, list only the weekly
totals of manhours expended in various categories. Thus,
solely because of the nature of the actual data stored, it is
inherently difficult to integrate information from the different
data sets in a meaningful, useful manner. As a result, it is diffi-
cult to analyze this information from the perspective of reduc-
ing overall operational costs.



A second, distinct obstacle to integrating DSN operatioas
data is that the various databases are stored in different for-
mats and use different overall methodologies. On the one
hand, some of the databases such as the Scheduling and BPC
Databases, use sophisticated data storage and access routines
written largely in assembly language. Others, however, such as
the Manpower Utilization Reports and Transfer Agreement
Status Database (A2) are really file management systems using
simply formatted records. Data access for these is generally
petformed through the generation of a complete report rather
than through response to a specific inquiry. And at the
extreme, the Maintenance and Integration Work Qrders (AS)
are not stored electronically at all, but rather retained in their
original hand-written form.

The PIMS effort is intended to be the first step in overcom-
ing these two obstacles. it order that management scientists
wd managers can essily obtain integrated data conceming
DSN operations. The uses of such integrated data abound. For
example. the productivity, efficiency and expense of a wide
variety of different activities could be determined and com-
pared. Expenditures could be categorized in a variety of differ-
ent ways to emphasize different aspects of DSN operatiogs.
{For instance. the total opcrational costs — including original
investment. operations, maintenance, and component repair
costs — of different subsystems or assemblies could be calcu-
lated and adjusted for relative usage rates, etc.). Comparisons
could be made between the stations. and between past and
present operational policies. Finally, the numbers computed
from this integrated data could be used as the basis for a
variety of cost-reducing statistical studies.

PIMS will also provide a second, distinctive type of access
to integrated DSN operations data. Specifically, PIMS users
will be givea very flexible tools for iteratively manipulating
the data in the systems. As a resuit, users will be able to inter-
actively formulate queries which are based on the results of
previous queries. Thus. it will be possible to interactively
“explore™ the data, and thereby discover anomalies or pat-
terns of interest.

To ilustrate the usefulness of such flexible access to inte-
grated data in more concrete terms, we brefly mention the
Remer and Lorden study conducted in the late 1970°s (Ref. 2)
The study analyzes data concerning the operation of DSS 13
in an automated mode during the latter half of 1978 in order
to determine whether that automated mode resulted in cost
savings. Discussions with the authors of this study indicate
that obtaining the raw data underlying their analysis was
difficult and time-~consuming, and that the depth of the study
was restricted as a result. It is anticipated that the initiation
and maintenance of PIMS should partially alleviate such
difficulties in future studies.

As currently envisioned, PIMS will be a narrowly focused
pilot system with three primary objectives. These are (1) to
provide access to iniegrated data concerning a limited portion
of SN operations, (2) to demonstrate the utility of a PIMS-
like system, and (3) to provide practical experience in the use
of such a system. Thus, while PIMS will address itself to only
a portion of DSN operations, it is expected to provide a firm
basis for designing a more comprehensive PIMS-like system in
the future.

. Overview of PIMS

We now discuss the overall capebilities of the (initia] version
of the) Productivity Information Management System. In
broadest terms, PAIMS will provide interactive access to data
concerning the manhours expended at Goldstone by three
different types of perconnel (operations, maintenance and
integration, and repair), and to data concemning “end user
hours.” PIMS users will be able to make direct queries to the
database, and can also create and manipulate subsets of the
data in a wide variety of ways. These access mechanisms will
make it possible to (1) derive specific information,and \ ) gen-
erate table. listing averages and totals for virtually any cate-
gorization of manpower expenditures. After this capability is
fully developed. 8 mechanism for displaying these tables in
a simple, easy to understand format may also be incorporated,
as well as various statistical routines. Finally, a capability for
investigating causal relationships may be added to the system.

A central theme in the design of tha initial version of
PIMS is to provide a simple. convenient user interface which
allows users to perform virtually any manipulation on the
underlying data sets, but which insulates users from the actual
implementation details. In this mgnner, PIMS provides a
powerful but easy to understand tool for performing virtually
any data retrieval. To provide this capability, a major portion
of PIMS is devoted to performing the routine and tedious
detail work required in data processing as users specify various
operations in a simple and abstract manner. Indeed, a major
component of the preliminary version of PIMS is concerned
entirely with such data management, and is completely hidden
from the user’s view. Spacifically, this component performs
the initial processing of raw data, which involves transforming
data stered in a variety of different formats and locations into
data all having uniform format.

A final general characteristic of the preliminary version of
PIMS is the modularity of its design. This modularity will
make modifications and expansions of PIMS capabilities a
relatively easy and painless task. In view of the role of PIMS
as a pilot, and also the possibility that the raw data available
to PIMS may change over time. this is a particularly important
feature.
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V. Overali Design of PIMS

In this section we consider the overall design of the initial
version of PIMS as currently being implemented.

The global design of PIMS is shown in Fig. 1. The system
has two primary modules, one for data input and one for data
output. The data input module uses the raw data to generate
files which contain records of a certain kind, called “event
records.” The data output module supports interactive access
to these files of event records.

Event records are intended to store information concerning
individual “events” involving the expenditure of manhours.
Examples of events include the performance of a single preven-
tive maintenance task, the repair of a single component, and
the operation of a station during a tracking pass. Various
parameters conceming events are stored in event records. For
example, these include the type of activity, the number of
manhours expended, the end-user benefited (if any). the sub-
system and assembly involved (if applicable), and the preven-
tative maintenance number (if applicable).

Referring to Fig. 1, we now describe in turn each of the
modules and components of PIMS.

A. Raw Data

As mentioned in the previous section, PIMS will initially
integrate data concerning manhours of three categories of
personnel: (1) operations personnel, (2) maintenance and
integration personnel, and (3) repairs personnel. Data con-
ceming operations manhours will be drawn from the Weekly
Histories compiled by the Data Processing Unit at Goldstore
(in Appendix A. see Al) and the Manpower Utilization Re-
ports (A6). Data concerning maintenance and integration man-
hours will be drawn from the Maintenance and Integration
Work Orders (AS). Finally, the recently implemented Pro-
ductivity Database (A4) will be used to obtain data on repairs
manhours.

B. Data Input Module

Th= sole tunction of the data input module will be to trans-
form the raw data into files of event records. This module will
consist of three submodules, one each for the three types of
personnel data used. Each of these submodules will have the
capability of reading and processing raw data from the appro-
priate data sources. Thus the PIMS event files can be updated
as new raw data accumulates.

C. EverntFilles

In its nitial version, PIMS will maintain nine files of event
records, three for each of DSS 11, 12 and 14, these being
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devoted to “‘operation™ events, “maintenance™ eveats and
“repair” events. Data is separated according to station pri-
marily to enhance efficisncy — much of the raw data cen most
easfly be processed one station at a time, and the ssparation
will prevent the stored data files framn becoming nnreasonably
large. Also, many data access requasts are expected to distin-
guish between the stations, so data processing tims will be
saved.

To understand why data is separated according to personnel
category, we note that althcugh many event parameters (such
manhours and day-of-year) are shared by events of esch
categocy, other event parameters (such as end-user hours for
operations events, or turnaround time for repairs events) are
unique to a given category. Thus the separation of events
permits more efficient storage of the data. It should be noted,
however, that sets of events of different types can be readily
combined by PIMS users (see below).

D. Data Output Module

The function of the data output module is to provide con-
venient interactive access to the event files. As currently envi-
sioned, this module will provide a menu-oriented interface to
users. Thus when the system is on, users will be presented a
“menu’™ of possible commands to choose from. As a result,
the system will guide users through the correct steps of a data
accessing procedure, and hence be very - ~cessible to novice
users.

The commands which PIMS users can give via the data
output module will give users the capability of directly manip-
ulating files of events. Specifically. users will be able to create
new files, select specific subfiles according to given parameter
values (e.g., select all events with manhour value between 3
and S5 hours). sort files, and merge files (possibly containing
different types of events). Also, capabilities to print out the
contents of these files, and to calculate simple numerical sum-
maries of them (e.g.. list the total manhours expended, broken
down by week and subsystem type) will be available. To
accomplish this the data output module will provide users
with a small set of “atomic” file manipulation commands
which can be applied repeatedly to obtain desired files and
results.

E. Refsrence Files

The final major component of PIMS is the set of files main-
tained for reference purposes. These will include, for example,
& portion of the Transfer Agreement Status Databare (Appen-
dix A. see A2) which lists the numbers, three-letter acronyms,
and brief descriptions of DSN subsystems and assemblies.



Another example is the listing of preventive maintenance
numbers and their short verbal descriptions. Because the data
in these files are modified occasionally, they are given a fairly
independent status in PIMS. This will ensure that their modifi-
cation can be incorporated in a simple straightforward manner.

V. Some Examples

In this section we briefly illustrate some of the capabilities
that PIMS will have by describing three representative exam-
ples. Together they indicate *he primary capabilities of PIMS
as currently being developed; other capabilities will probably
be added after the system is operational.

A. Table Generation

A basic capability of PIMS will be to generate tables sum-
marizing information concerning various aspects of Goldstone
operations. For example, suppose that a table is desired which
lists, for the period June 1 to August 1, 1981, the total num-
ber of manhours expended per week, broken into categories
of tracking, preventive maintenance, corrective maintenance,
and repairs. To obtain such a table, the following sequence of
steps could be performed. First, since only the periods June 1
to August 1, 1981, are desired, nine working files could be
formed, each consisting of the relevant portion of one of the
permanent event files (see Section IV-C). Now these files could
be merged into one, and sorted by day of year. Next, the
resulting file could be partitioned into one-week blocks and.
within each block, sorted according to work category. (This
would have the effect. within each block, of placing all events
concerning a given work category physically next to each
other.) Having arranged the file in this manner, a routine can
now be executed which calculates, for each week. the number
of manhours expended within each work category. Finally, a
table printing routine can be called to print the results on paper
or display them on the screen.

All of the procedures described above will be implemented
in a very flexible fashion in PIMS. Thus a table can be con-
structed that hists total manhours broken into virtually any
categories. Other parameters can also be totalled (e.g.. end-user
hours or downtime). and other types of aggrepate functions
will be available (¢ .g.. average instead of total).

B. Comparison of Productivity

A second application of PIMS will be to compare corre-
sponding aspects of different parts of Goldstone acuvities. For
instance, suprose that a comparison, between the three Gold-
stone stations, of the ratio of the manhours expended on
preventive vs corrective maintenance is desired. To obtain this,

a procedure similar to that used for generating tables can be
applied. Specifically, the user can first create files, one for
each station, which contain all events involving preventive or
corrective maintenance. Next, these files can be used to deter-
mine, for each station, the number of manhours expended on
the two categories of maintenance. The desired ratios are then
easily calculated.

Since PIMS is capable of categorizing data in a large number
of ways, it will be useful in making many different types of
comparisons.

C. Rterative Manipulation of Files

Ancther basic feature of PIMS is that users will be able to
manipulate working files in an iterative fashion. For example,
suppose that the user cro.ied the table described in Section
V-A, and noticed that repairs costs were considerably higher
than the other costs. The user may at that point wonder
whether this inbalance was peculiar to a given subsystem or
occlrred in all of them. Using PIMS, the user can sort the
working file already obtained by subsystem, and then list for
each subsystem the number of manhours expendeu 1n each of
the specified work categories. If interested, the user may then
refine the data further, listing manhour expenditures cate-
gorized by assemblies within one or more subsystems.

It is clear that this kind of iterative, ad hoc file manip.ls-
tion capability will provide users a means to literally “explore™
the lata in any way they please.

VI. Concluding Remarks

We conclude by describing the current status of the PIMS
effort. mentioning some possible future directions for it.

At present, the overall design of the initial version of PIMS
is essentially complete. The routine for processing raw data
concerming operations personnel (Section IV-A) has been
implemented and debugged. Also, the module which performs
basic manipulations of event files (Section 1V-D) is essentially
completed. and the module for handling the refe: ‘nce files
(Section IV-E) 1s under ¢ lopment. The remaining modules
include those for inputtir., (maintenance and repair data and
for driving the menu-driven user interface.

Once the system is in operation, it is expected that, based
on their experiences, users will determine that ce;tain capabili-
ties should be added to PIMS. For example. certain new data
sets, such as Discrepancy weport information (Appendix A,
see A7), may be desired. Also, more complicated statistical
capabilities may be desired. Fi-ally. new ways of representing
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the dats, ¢.g., using plotted curves to indicate one parameter
as a function of another, could be added.

More generslly, if PIMS proves to be a useful tool for
managers and management scientists at JPL, the project may
lead to a more substantial effort to provide access to inte-
grated DSN operations data. Given a firm commitment from

management, 8 more ambitious database management system
might be devised to perform the same functions as PIMS,
except in a much more sophisticated and complete manner.
Indeed, the PIMS effort may indicate the desirability of incor-
porating, at a fundamental level, a PIMSdike capability into
the data management component of the Network Consolida-
tion Project.
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Appendix A
Survey of DSN Operations Databases and Data Reports

The sheer size and complexity of the DSN has necessitated
the development of several highly successful computerized
information systems which ar¢ used to support its opera-
tion. In this appendix we briefly survey some of the more
significant of these databases, and also mention a couple of
related data sets (including an important database which has
not been computerized to date). Table Al provides a brief
summary of our discussion. As noted above, PIMS will focus
primarily on data in three of theve databases (namely Al,
A4 and AS) and make reference to scme of the others (nota-
bly A2 and A6).

A1. The DSN Scheduling Database

The DSN 3cheduling Database is maintained and used by
Section 371 to schedule, on 2 week-to-week basis, the tracking
activities of all of the DSN antenna stations. Roughly 500 to
700 events are scheduled for any given week, and events can
be scheduled up to 53 weeks in advance. Once fixed, the actual
schedule is used by the various DSN stations to plan, on a
minute-to-minute basis. specific station activities (both those
called for on the schedule and others such as certain preventa-
tive maintenance tasks). After a week has passed, Section 371
modifies the we k's schedule 1o reflect the actual events of
the week. and archives it as a weekly “history.” These weekly
histories form the basis of “DSN Utilization Reports,” which
summarize DSN activities, categorized by antenna size and end
users. Independently. the Data Processing Unit of Bendix (in
Barstow) updates the Goldstone portion of the weekly sched-
ule and archives its own weekly “histories.”” These are used by
the Data Processing Unit as the basis of “*Station Utilization
Reports,” which are subsequently distiibuted by Section 371.
These “Station Utilization Reports™ list, for each station, the
number of station operating hours (SOH) and end-user hours
(EUH) devoted to each of the DSN *'end-users™ in the given
week (see Appendix B for a sample report).

A2. Transfer Agreement Status
Database (890-61)

The Transfer Agreement Status Datab: - is concerned with
recording information concerning engineering responsibility,
from the station and facility level down to the subsystem and
assembly level, of the DSN. For each station, subsystem and
assembly it lists the subsystem engineer, the cognizant devel-
opment engineer, the cognizant operations enginecr and the
cognizant sustaining engineer (if applicable). and the current
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status of these responsibility assignmens (eg., transfer
planned, transfer complete). This datsbase is stored at JPL's
Information Processing Center (IPC) on the Univac 1100/81,
and is maintained by Section 255. It is updated as needed to
reflect assignments and transfer status changes. A variety of
accessing modes to this database, each generating a report of
a certain kind, is available.

An important aspect of the Transfer Agreement Status
Database is that it provides information cross-referencing vari-
ous naming conventions which have arisen for describing parts
of the DSN. Each station can be viewed as consisting of
roughly 25 “subsystems.” and each subsystem is broken into
roughly 10 “‘assemblies”. Some subsystems are common to
more than one station while others are unigue to a specific
station. Generally, a given subsystem or assembly can be
identified in each of the following three ways: (1) the name of
the subsystem or assembly (e.g., **34M. Ant Mechanical S/S”
or “Electronic Control Assembly™), (2) the threeletter
acronym, which sometimes extends to six letters (e.g., ANT or
SVO0), and (3) the two- to four-digit two-level hierarchical
identifier (e.g., 46.00 or 46.02; here the first (two) digit(s)
refer to the subsystem while the latter digit(s) refer to the
assembly within the subsystem). The Transfer Agreement
Status report provides a correlation between these three modss
of identification and specifies which subsystem and assemblies
are relevant to a given station.

A3. DSN Equipment Database

The Equipment Database is a large-scale database manage-
ment system implement2d on the Univac 1100/81 and main-
tained by Section 377. It holds data concusning all of the
actual physical components comprising the DSN. The database
is used primarily for inventory control and component track-
ing and also to support ad hoc operations performance analy-
ses and answer various ad hoc queries. The database currently
holds some 170,000 records and grows at a rate of roughly
1000 records per week. It lists, for each DSN component,
a variety of information, including 1ts unique identifier (called
the *DSN control number” or *“conaudit .umber™), descrip-
tion, manufacturer identification number, current location,
and information concemning its repair historv. The database
can be accessed through a versatile interactive command
language which supports m iltikey retrieval and totally flexible
format specification. The dawabase can also be interfaced
directly by computer software.



A4. Barstow Production Control Database

Quite recently, a new computerized database system has
been implemented to monitor and control the flow of DSN
components through the repair facilities at Galdstone. This
Barstow Production Control (BPC) Database is in the final
stages of implementation in Section 377, and will be main-
tained (and possibly enhanced) by that section. The database
will store very detailed records concerning each instance where
a DSN component was repaired, including various dates, what
specific activities were performed (including procedure num-
bers, if applicable), which DSN test equipment was used, and
how many manhours were spent on various ac ivities (Appen-
dix B shows an example of a “Service Report,” which can list
all of the information stored in one record of this database).

The database is housed on the Univac 1100/81, currently
holds roughly 15,000 records, and is growing at a rate of
approximately 1000 records per month. In its current imple-
mentation the database provides sophisticated data compres
sion, and also indexing to provide fast access according to cer-
tain data fields. Data is put into the system via computer
termunals, and records are updated as various stages of repair,
testing or calibration are completed. The system can be
accessed by & tlexible, command-oriented query language,
both online and in batch mode. At present the output of this
database is focmatted identically to the Service Report.

The BPC Database replaces in part another comprehensive
database, the Failure Database, which was maintained by
Section 377 until April §981. That database was used to main-
tain records concerning conxponent failures, and stored a fail-
ure history for each component. The database was partially
integrated into the Equipment Database, and data could be
accessed through a number of data iields. Whereas the Failure
Database was used to monitor repair activity and store a
comprehensive history of each substantia' component, the
BPC Database at present only monitors individual instances
of component repair.

AS. Maintenance and integration
Work Orders

An important database concerning DSI' Goldstone opera-
tions which is not currently computerized concerns the
activity of the Maintenance and Integration (M&!1) Unit (of
the Bendix Corporation) at Goldstone. This unit is responsible
for performing a large class of routine preventive maintenance
activities, troubleshooting station problems, removing and
replacing componeats, and performing some of the work gen-
erated by Enginecring Change Orders. This activity is moni-
tored and directed via “Work Orders” (see Appendix B), wi . i,

are used (1) to specify that a given task is to be performed,
and (2) to record the work that was performed, including
manhours expended (and beginning recently, the amount of
time used in transportation). Although the current system
used by the M&I unit to record its activity is certainly ade-
quate, it is clear that a computerized system would enhs=:
the ability to obtain interrelated data and overview info:. -
tion, thereby improving the unit’s over 11 performance.

AG. Manpower Utilization Reports

The Manpower Utilization Reports are generated on a
weekly basis by the Tracking Operations and Data Processing
Units (of the Bendix Corporation) at Goldstone and Barstow
(respectively). These reports give a weekly summary of the
operations personnel and M&I personnel manhours expended
at Goldstone, broken into roughly 20 categories (see Appen-
dix B). Note the distinction between Manpower Utilization
Reports, which list manhours expended, and the DSN and
Station Utilization Reports (discussed in Al above), which
list station operating hours and end-user hours.

The Manpower Utilization Reports are assembled from the
“shift reports™ kept at each station (at Goldstone) and by
M&I (see Appendix B for a blank copy of Shift Report) and
stored in the Sycor minicomputer maintained in Goldstone
by the Data Processing Unit in Barstow. Quarterly and annual
summaries of this information may also be generated upon
request.

A7. Discrepancy Report Database

The Discrepancy Report Database is maintairned by Sec-
tion 371 to monitor “discrepancies.” A (iscrepancy is defined
to be an instance in which an end-user was scheduled to
receive telemetry data, and received either degrad.d data or no
data. Thus, discrepancies are initially ' :nerated” when an
end-user reports such data degradation or loss. Once a dis-
crepancy has occurred, it is considered “open” until the cause
of the discrepancy has been located (and if applicable,
remedied).

The Discrepancy Report Database is maintained in an
IBM 3032 computer managed by the Administrative Comput-
ing Service (ACS) at Caltech. The database is used to store
and update records concerning open discrepancy reports, and
has records of past discrepancy reports going back te 1975. It
is also used io determine operational “Mean Time Between
Failures,” system trends and distribution of problems by
hardware, software and procedural anomalies. Finally, special
software routines can be used to answer ad hoc queries made
to the database.
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A8. Engineering Change Management
(ECM) Database

The ECM database is used to monitor the implementation
status of Engineering Change Orders (ECO) in the DSN. These
data include a description of the change, its applicaticn and
various milestones/status reports during the development, ship-
ment, and facility installation and testing of it. Periodic man-
agement reports are generated and some ad hoc queries are
supported in predefined formats. The system was originally
implemented in 1976, is housed in the IPC and is managed by
Section 377. It should also be noted that before approval,
information concerning Engineering Change Requests (ECRs)
is maintained in AODC word processors.

A9. System for Resources
Management (SRM)

Although not dedicated solely to DSN operations, we
briefly describe the System for Resources Management. The
SRM provides the backbone for accounting activities at JPL.
It is used to monitor all JPL income and expenditures, to
coordinate future expenditures against future income, and to
record past income and expenditures. The SRM is capable of
formatting and st.nmarizing accounting information in a
variety of ways, producing reports such as the Resources
Status Report (RSR), and the SRM planning summaries. Also,
interfaces between the SRM and the WADSUM (see A10)
have been developed. At this time, the SRM is not an inter-
active system — updates and modifications to the data must
be done in batch mode, and only after a special processing of
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the entire data set is performed can the (newly revised) data
be printed out.

The SRM is housed in the ACS IBM 3032. As well as con-
taining data for the current year, it stores detailed rxcords for
the past 4 years and archived records for earlier years. Also, it
contains information concerning projected expenditures for
the next S years. The database is quite large; it holds roughly
200,000 records for a current year, and at present the primary
history file holds another 320,000 records.

A10. The Work Authorization Locument
Summary System (WADSUM)

This system was developed to fulfill reporting require-
ments regarding planned TDA resources allocations. The data-
base, resident on the IPC Univac 1100/81, contains head-
count and expenditure data for each account in the TDA
program. The database is composed of 1500 records, and may
be accessed and updated either interactively or in batch mode.
Numerous sorting and report writing capabilities are
supported.

Various interfaces exist between the WADSUM and the
SRM. For example, a WAD performance report, generated
monthly on the ACS IBM 3032, details the discrepancies
between the “planned” manpower and funding levels in the
WADSUM database, and corresponding accrued “actv-’
recorded in the SRM data bases.

The WADSUM system was developed and is maints.nea
under the cognizance of the TDA Program Control Office.
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Table A-1. Database summary

Original

Name Section implementation Residence Primary objectives  Secordary usage(s) Accessibility
Al DSN Scheduling 3N 1965 IPC Facibitate scheduling  Basis for station Schedules generated .t
of DSN tracking operations. Basis various intervals. Other
activities for various “ut'liza- access almos* exclu-
tion™ reports and sively rustricted to
for weekly direct scheduling
“histories™ activity
A2 Transfer Agreement 355 197s IrC Store current eugi- Correlation of sub-  Several alternative
Status Database neering resy. 1bility system and assem-  report generating
(890-61) assignments tor DSN  bly nomenclatures  capabilities
A3 DSN Zyuipment mn 1978 IPC Inventory control of  Operations perfor-  Versatile interactive
Database DSN equipment mance analysis. Ad  command language fo.
hoc questions and  item specification and
analysis listing. Direct software
interface available
A4 Barstow Production 3717 1981 iPC »  dtor and control Command-oriented
Control Database flow of DSN ¢hvmpo- query language; output
nents through DSN to (hard copy) “scrvice
repair facilities report” and to
terminals
AS Maintepance and M&l Unit Goldstone Monitor and control Hard copies stored in
Integration Work at (hard copy) M&I activity sequence at Goldstone.
Orders Galdstone Subsets of data inde-
pendently maintained
by cognizant engincers
A6 Manpower Trazking 197§ Goldstone Report summaries of Reports generated
Utilization operations (Sycor m:i-  manpower expended weekly
Reports and data computer) by operations and
processing M&l personnel
unit at
Goldstone
and Barstow
A7 Discrepancy Report 3. 1966 IBM 302 Monito: discrep- Ad hoc querics
Database at Caltech ancivs answered using special
software routines
A8 cngineering Change m 1976 IPC Monitor engineering Interactive access to
Management (ECM) changes to DSN facilitate processing
Database and monitaring ol
engineering change
orders. Sumnmary
report gencration
A9 System Resources 632 1969 IBM 3032 Schedule and moni- Report gencration; ad
Management (SRM) at Caltech tor JPL financial hoc cueries: interfiace
Database accounts to WADSUM
A10 Work Authornization 410 1972 IPC Fulfill NASA report- Intcractive access;

Document Summary
System (WADSUM)

ing requirements
regarding planned
resource allocations

interface to SRM:
repost gencrating
capabilities
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Appendix B

Examples of Schedu'es and Reports

1. DSN USER SUFFORT
A. 1. SPNACELRAFT TRACKING
FIONEER-?7
PIOMNEER-?
PIONEER-10
FIONEER-11
FIONEER-12
VOYAGER-2
2. PRUJECT RELATED SUFPORY
VOYAGER
3. DSN PROJIECT FREFARATIONM
DSN
B. RADIU SCIENCE
0SS
C. ADUANCED TYSTEMS
DN. SPECIAL
SUB-"GTAL
II. FACILITY ACTIVIVIES
A. MAINTENAMCE
1. PREVENTIVE
2. CURFECTIVE (DUUNTIME)
3. CORRECTYIVE(NO DOUNTIME)
B. PERSOMNMEL TRAINIMy;
C. DSN FNGINELRING
1. ENGINEERING SUFPORT
2. DEVELOPMENT OR TESTING
3. MINOR MODS
IIT. OTHER ACTIVITIES
A. MAJSUR MODIFICATIONS
B. HOST COUNTRY RADTU SCIENCE
C. MISCELLANEQUS

TUTAL HCURS

N86-14 STATION UTILIZAIION REFORY

6600 DE 063696 2600 36 3020 D026 2626 036 36 36 36 D IE I3 K0 N6 NEOFIE N30 26 D030 N30 160626 06 36 N30 36 T 3096 W20 00 06 26 06 26 0 06 6 260638 D56 26 98 96 06 90 30 2036 36 3¢

FOR
UEEK S» 1901
SOH Eun PER
6.17 4.83 $.67%
S$.29 4.30 3.13%
14,17 12.17 8.43%
7.72 6.67 4.71%2
16.42 12.42 .77
15.47 10.67 €.132
6.00 3.00 3.57%
2.7S 2.75 1.64%
11.67 10.92 6.94%
94.00 48.93 350.00%
25.7S5 15.33%
A41.75 24,832
0.00 0.090%
1.08 -64%
15.42 9.18%
¢.00 ¢.00X
0.00 0.00X
0.900 0.00%
0.00 0.00%
0.00 C.00%
168.00 68.93 1¢0.00Z

NPURENREERRLUPR RURURPAYERARRURALERTRLRRTUNA TSN RS ANV RBRAURARNRNEXRAERABARREN

Fig. B-1. Station Utiliza’jon Report (Dats Processing Unit, Goldutone)
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PERSONNE L

FACILITY MAINTENMANCE & DEVELOPMENT

RECORD OF EVENTS

SNIFT REPORT
oss Dote: "
Crow Supervie Cew ooY From © GuNI S __
Abesrt Amvigrad Sistion Persoanst
T
st | 08 | vec | Lown | Sunont | comp | over | Oww | o | Ao | n | Susen | we
e ) [+ Y U
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Swpport ___________ Smdon & Spaceceft No. Pans No. Cat. a a
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Fig. B-3. Shift Report for antenne stetiona (Tracking Operatrans Unit, Goldstone)
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UEEKLY MANFOUER UTILIZATION REFORT

GUSCC TRACKING STATIONS

UEEK ENDING 22 NOV 81
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Top Down Implementation Plan for System
Performance Test Software

G. N. Jacobson and A. Spinak
Operations Sustaining Engingering Section

This article describes the Top Down Implementation Plan used by the Operations Sus-
taining Engineering Section for the development of System Performance Test software
during the Mark IV-A era. The plan is based upon the identification of the hierarchical
relationship of the individual elements of the software design, the development of a
sequence of functionally oriented demonstrable steps, the allocation of subroutines to
the specific step where they are first required, and objective status reporting. The results
are meaningful determination of milestones, improved managerial visibility, better project
control, and ultimately a successful software development.

I. Introduction

The Mark IV-A era represents significant changes in the
operating environment and the hardware configuration within
the DSN. System Performance Test (SPT) software will be
needed to test and verify the operational integrity of the DSN
during the Mark IV-A implementation,

The SPT software package being developed by the Opera-
tions Sustaining Engineering Section will consist of a test exec-
utive and a set of seven applications tasks. Basically, the exec-
utive distributes input data to the applications, provides
resource allocation services, and performs common processing

functions such as dumping, display generation, and test proce-

dure reading. The application tasks are each designed to test a
particular system. Tracking, Telemetry, Command, Monitor
and Control, Very Long Baseline Interferometry, Radio
Science, and Frequency and Timing will all be supported by
SPT software for the Mark IV-A cc.ifiguration.

The SPT software will reside in the System Performance
Test Assembly (SPTA). The SPTA, which also serves as the
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backup Complex Monitor and Control (CMC) computer, will
be a Modcomp Classic 73845. The operating system will be a
mc dified version of the MAX IV Operating System supplied
by the computer manufacturer.

The software development effort for the Mark IV-A Proj-
ect, summarized above, represents the largest project under-
taken by the SPT Software Support Group. To achieve the
technical, budgetary, and scheduling goals of the project, a
top down implementation plan has been created that always
develops and maintains the SPT system in a continually
cycling, demonstrable fashion. It is the intent of this paper to
describe the history, justification, and components of the SPT
implementation plan.

Il. Background

The success of large software development efforts has
improved throughout the industry. These improvements are
largely attributable to the application of a technological wave
of new approaches that have been loosely referred to as



structured programming. More explicitly. the new technologies
include replacement of flowcharts via usage of design lan-
guages, elimination of the GOTO by confinement to a small
complete set of logical constructs, increased emphasis and
formalization of the role of the programnii'ig support librar-
ian, increased emphasis on reviews via usage of either struc-
tured walk-throughs or inspection teams, and a reorganization
of programming personnel into the chief programmer team
formation. Unfortunately, despite the considerable progress
that has becn made. many projects still fail to meet their
schedule, have cost overruns, and the end product never
quite operates as reliably as intended. In any event, even for
supposedly successful projects, the cost of software is still
too high.

A majc. reason for these continuing software difficulties
and continued high costs, despite advances in technique, is
that the impact of the aforementioned technical advances
is limited when constrained by the effects of traditional
management techniques. All of the previously mentioned
structured progremming techniques deal with the program-
mer and jprogramming. None deal directly with the issues
of planning and managing a large-scale software development.
The industry is generally using the same planning and man-
aging approaches it has always used, and these have fre-
quently proven to be unsuccessful. The result is that the
manager continues to have little visibility and little effective
control over the developing system. If the manager had a
mechanisn: that permitted him to arrive at a meaningful
implementation plan; permitted him to objectively assess
the project’s status as it developed: provided him clear visi-
bility of the development activity; considered cost. schedule,
manpower and the chosen design, then the manager would
be in a position to truly manage the project and lead it to
a successful conclusion at minimal cost.

The SPT top down implementation plan fills this gap. The
SPT plan is to management what structured programming is
to the programmer. As with structured programming, which is
complemented by the SPT plan. the SPT plan improves visibil-
ity, meaningfulness and orderliness. It allows the manager to
start the project off on the right path. closely monitor the
software development as it progresses, and ultimately to bring
the project to the desired successful conclusion.

. Implementation Plan Selection Criteria

The top down method appears to have been first espoused
by Dr. H. D. Mills of IBM. Though this discussion. and other
discussions in the computing literature, advocated top down

implementation, little advice was presented on how to plan a
top down implementation. Stating that a computer program
should be .mplemented in a top down sequence is insufficient
for a large software development. Due to the complexity of
its hierarchical structure, literally thousands of top down
implementation sequences may be possible. Thus, selecting
the proper top down implementation sequence becomes a
very significant issue.

For example, one could implement all the subroutines at
a particular level for the entire system, followed by all the
subroutines at the next level across the system, and so on,
until finally the bottom level subsroutines are implemented.
There are those in the industry who advocate this sequence.
This would be top down, but in our opinion, represents an
inferior implementation sequence. This is because bottom level
subroutines usually are required to provide a demonstration of
a complete operational .ystem function. Thus, for most of the
system’s development, very few operational functions would
be demwunstrable. However -arly functional demonstrability is
on¢ of the main benefits .hat should be achieved from top
down implementation. Alternatively, many top down se-
quences might conflict with expected equipment delivery
dates.

Thus, selecting the most appropriate top down implementa-
tion sequence is an important issue. The SPT plan is using a
comprehensive methodology which has been developed for
creating and maintaining an optimal top down implementa-
tion plan. This technique provides broad benefits to the
ensuing software development.

IV. Top Down Concepts

Top down design refers to a method of designing a compu-
ter program wherein higher level or calling segments are
designed before lower level or called segments. This does not
mean that all segments at one level must be designed, or
named, before creating the design, or name, of any segments
at the next level. 1t means that if one were to consider the
system’s subroutine hierarchy as a treelike structure, then
along each branch of the tree. subroutines are defined and
chosen for design, starting from the top of the hierarchy and
working down.

Top down implementation refers to the development of a
computer program n a downward hierarchical sequence along
each branch of the program’s subroutine hierarchy. Design,
documentation, coding, integration and testing usually are

191



concurrently performed on different portions of the develop-
ing system. In a top down sequence, these are performed alung
each branch simultaneo.. .y under development.

V. Preparation of the SPT Top Down
implementation Plan

A viable software implementation plan can only be pre-
pared after a sufficient quantity of system analysis activities
have occurred and before the detailed implementation has
begun. The plan is then used to launch the implementation
phase for a largescale software development. In operation,
the SPT approach is based upon the utilization and interplay
of three documents. They are the Subroutine Hierarchy, the
Network of Demonstratle Functions (NDF), and the Software
Status Report.

In a nutshell, the Subroutine Hierarchy represents a design
abstract for the computer software. The Network of Dumon-
strable Functions represents a functional abstract of the opera-
tionai system. The Softwaie Status Report relates the software
design to the NDF system functions for the purpose of sched-
uling the scftware and maintaining the status of software
development. The main point of this nutshell description is
that attentive prcparation of these documents results n a
meaningful schedule that allows management to have real
visibility in areas such as the software’s true status, cost to
completion, and time to completion.

VI. Subroutine Hierarchy

The Subroutine Hierarchy 1s a high-level representation of
the structure of the hierarchical design of the computer pro-
gram. It readily conveys a high-level unage of the design being
represented, showing all of the parts constituting the design,
their hierarchical relationship to cach other, their categories
and, to a degree. their functions. All of the segments must
represent  small subroutines, perhaps averaging 25 to 50
lugher-order language statements.

The Subroutine Hierarchy cvolves as the design and the
software evolve. Imtialy, when the implementation plan is
first prepared, the Subrouune Hierarchy represents the inten-
ded design structure of the computer program. At completion
of the software development, it represents the actual structure
ot the computer program At all intermediate stages. it 1s hept
current and represents the current, projected scructure of the
program.

For a large computer program, with perhaps vne thousand

or more subroutines, the subroutines may be treated n a
statistical manner for the purposes of making estimates,
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schedules and plans This is one of the principles of the SPT
approach. Namely, by partitioning a large computer program
into its elemental pieces (subroutines), the effects of isolated
misjudgement (e.g., size or complexity) relative to any indi-
vidual subroutine tend to average out over the total program
development, and do not affect the overall outcome. The
effect of frequent misjudgement of the same characteristic of
many subroutines (e.g., development time) tends to become
quickly apparent and serves as a reliable indicator of develop-
ment trends and ultimate results (if not corrected).

The Subroutine Hierarchy enables the software designers to
conveniently conceptualize about the program and its parts,
and to visualize the hierarchical organization of the program.
It communicates in an overall conceptual manner the struc-
ture of the design. It is the essential design element, repre-
senting the cumponents of the program’s design for the pur-
pose of planning and tracking the implementation of that
design. It thus becomes the primary determinant in estimates
u; “ost and memory size for the computer program.

Figure 1 shows a portion of the subroutine hierarchy for
the SPT Project. Due to the large number of subroutines, the
hierarchical structure is represented in a horizontal rather
than vertical (or treelike) manner. Varying hierarchical levels
are represented by varying levels of indentation. The hierarchy
identifies both the symbolic name and dcscriptive name of
the subroutine. It identifies the particular step in the SPT
implementation plan where the subroutine will be fisst
required. (The next section will elaborate on the definition
of steps.) Only the first occurrence of a subroutine in the tree
is expanded to the bottom level. Subsequent occurrences of
any subroutine use a reference number to identify the line
number of the first occurrence. If the subroutine itself invokes
other subroutines, an asterisk is used to indicate the full
expanston can be found at that first occurrence.

VIl. Network of Demonstrable Functions

The structure of the software desigr and the identification
of the constituent subroutines have been described as part
of preparing the Subroutine Hierarchy. No discussion has yet
occurred relative to the development sequence of these sub-
routines, nor relative to the individual milestones that will be
scheduled and tracked during the development. This is where
the NDF comes mto play.

The NDF is that part of the SPT implementation plan that
identifies the individual increments, or steps, and the sequence
of development for those steps. The steps are scheduled.
developed, tracked, integrated, tested and eventually internally
accepted. In other words, on the surface it is a “*Pert-like net-
work.”™ Beneath the surface there are a number of aspects of



the NDF that must be explained before its value can be fully
grasped.

First of all, the NDF must be created by personnel that
have an in-depth functional understanding of the application,
its requirements, and the expected operational characteristics
of the system. The personnel assigned to the NDF task will
have acquired the necessary knowledge as a result of their
prior system analysis activities. If they do not have this know-
ledge, they must first acquire it before they can hope to create
a meaningful, detailed, functionally oriented plan of demon-
strable steps.

Secondly, the NDF steps are oriented towards functions
from the user’s standpoint, not from the programmer’s stand-
point. For example, “output directive/menu index” is a typi-
cal step. This is as opposed to “build test configuration table,”
which would occur internally within the computer and not
provide the user direct observation of the step having oc-
curred. On the other hand, a step such as “print test configur-
ation table” could be demonstrated to the user. Successful
demonstration of this would imply successtul consiruction
of the test configuration table.

This leads us into the third important aspect of the NDF.
To the maximum extent possible, steps of the NDF should be
readily demonstrable to an observer who is not a programmer.
Those few steps that are not readily demonstrable to such an
observer must, nevertheless, still be demonstrable. This demon-
strability 1s the only basis upon which an objective determina-
tion can be made as to the completion of the step.

The pnncpie of demonstrability leads us to a fourth
important aspect of the NDF. The development sequence of
demonstrable steps must correspond to a natural functional
sequence of increasing functional capability. To put it another
way, trom the user’s operational standpoint, it must be a
sequence which demonstrates “first things first.”

A fifth important aspect of the NDF s that the steps must
cach add on to an already cycling system. Each new step must
be directly integrated mto the cycling system, producing a
continuously increasing functional capability that is always
demonstrable. Steps required to demonstrate a new step must
be implemented and integrated prior to the integration of the
new step. In terms of subroutines, this means that for a partic-
ular step, those subroutines that are required tor invoking a
particuiar segment of that step must be implemented as part
of that step or as part of a prior step. In order words, the
design must be implemented 1n 4 top down sequence along
each branch of the subroutine hierarchy. Lower level sub-

routines that are not required for demonstration of the pariic:
ular step are to be left as stubs until a step requiring those
subroutines is undertaken.

One final uspect of importance is that the steps must fit
together to corprise functional paths of the system. In
actuality, to create the NDF, the functional paths are defined
first, and the paths are then broken down into a sequence of
steps. Each path corresponds to a relatively independent (but
not necessarily totally independent) major function of the
operational system.

As ar example, the Telemetry Path of the SPT NDF is
shown in Fig. 2. The Telemetry Path itself consists of a main
path, a long loop path, and an Automatic Total Recall Sub-
system (ATRS) path. For ease of reference, each step is given a
number, preceded by a path identifier. Increments of 10 are
used to allow insertion of additional steps, should this prove
necessary because of changing requirements or priorities.
Dashed lines between paths imply dependencies; with respect
to Fig. 2, implementation of the ATRS path is dependent
upon completion of the capability to accept directives.

Vill. Software Status Report

The Software Status Report ties the Subroutine Hierarchy
and the NDF together by relating the design elements to the
demonstrable steps. This is the fundamental point from which
the value of the Software Status Report, and even the SPT
Implementation methodology, is derived. The Software Status
Report meaningfully relates the design to demonstrable
functions and the corresponding schedules.

In concept, the document is very simple. For cach step
from the NDF, the corresponding required subroutines from
the hierarchy are listed. Each subroutine is allocated to a
single step, the first step from the NDF that requires the par-
ticular subroutine. Consequently, the subroutines listed under
a particular step arc just those subroutines still required for
demonstration of the particular step’s function. Other sub-
routines may also be required for the step. but they would
not be listed with the step if some prior step already required
the subroutines. For status tracking purposes, columns are
provided where design, code, documentation. test size and
other status fields can be checked off for each subroutine.
These ficlds will be recorded as complete or will contain the
date set for completion. No atiempt is made to allow per-
centage estimates of completion by the programmer. Statisti-
cal data provided in the Software Status Report is based on
treatment of individual segments as statistical equivalents.
In addition, the Software Status Report includes a description
of each step, i.e.. the function that 1s being demonstrated by
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the particular step. The report also identifies the qualifications
or limitations, if any, that apply to the step’s demonstration
and the requirements that the step fulfills.

Whereas in concept the Software Status Repor* is very
straightforward, creation .. the report requires a thorough
functional understanding of the system and of the corres-
ponding design as represented by the Subroutine Hierarchy.
Only with such knowledge as a base could the programming
staff hope to allocate specific subroutines to each NDF step.

Thus, the Software Status Report contains all of the
steps from the NDF and all of the assigned subroutines from
the hierarchy, along with the development status for each sub-
routine and step. With automated support, highly objective
status reports are easily generated from this data base. Tech-
nical and administrative management are provided accurate
visibility into the status of the total software development.

Figure 3 shows the Software Status Report for a typical
step from the SPT Implementation Plan. Fig. 4 provides a
brief description of each of the fields on the report. Fig. S
contains a Managemert Summary for one of the paths on
the SPT NDF.

IX. Summary

The SPT approach to top down implementation planning
is based on certain premises. One of these premises is that by
minimizing or eliminating large unknowns, management has
the best chance of accomplishing the project’s goals. If there
is some large functional area for which management has little
basis, other than someone’s intuition, for expecting the imple-
mentation to take say six months, with a particular size staff,
as opposed to say three years, then the project is i a precari-
ous position. A large nebulous function which has only been
quantified at its towal level by intuition, even though bazed on
experience, is a dangerous unknown. The obvious way to get
better control of u big unknown is by reducing it to many
small pieces, some of which may be small unknowns. To put
it in other terms, analyzing the task and breaking it down into
many smaller pieces eliminates the risk of the large unknowns.
There may still be some unknowns or surprises, but the poten-
tial absolute effect of a misjudgement relative to a small task
is going to be inherently smaller than for a misjudgement
associatey with the much larger original task. An important
additional aspect is that in the process of decomposing the
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uriginal function, understanding occurs, and for the most part,
comprehension replaces intuition.

Also, by decomposing a system into a large number of
small pieces, a point is reached where the individual pieces can
be *reated for planning purposes as statistically equivalent. At
the management level, the differences in size or complexity of
individual small subroutines is of minimal importance. As sub-
routines are implemented, actual data should be used to up-
date the estimated statistical characteristics of the average sub-
routine. For example, suppose an original memory allocation
of 128K is made for 2000 subroutines. This averages 64 mem-
ory cells per subroutine. Suppose, after 200 subroutines have
been implemented, 15000 cells have been used. This would
show an actual average of 75 cells per subroutine with the
trend total being 150K for all 2000 subroutines. Thus, with
only 10% of the segments implemented, a reliable danger
signal hes been raised, and the signal includes the magnitude
of the forecasted overrun. With such an early warning, manage-
ment still has time to take some appropriate effective action
to act upon the issue before it becomes an actual problen.

The key basis for planning and tracking the implementation
is assigning the impleme~ ation of each subroutine to a single
step. This is where it al! omes together. But it must be done
with a great deal of care and precision. The correlation be-
tween the Subroutine Hierarchy and the Software Status
Report must be accurate. When design or plan changes occur,
and they will, changes must be made to both documents.
Both of these documents should be looked upon as evolving
documents, but they must evolve concurrently and in parallel.

Why does this “single step” premise form the basis to the
SPT approach to implementation planning? Because every-
thing is accounted for. Each subroutine appears for implemen-
tation on only one step — the Jrst step that requires the sub-
routine. The effort required for e:xch step can be considered
to be a function of the number of subroutines in the step. The
programming implementation budget can be sprvad over the
steps in pronortion to the number of segments in each step.
Then, if you are on schedule, you are on budget. Subroutines
don’t appear redundantly (on more than one step) to confuse
the bookkeeping, Fverything balances and all subroutines are
able to be tracked. A full decomposition of the system into
subroutines and a careful and complete assignment of those
subroutines to a series of well-defined, demonstrable steps is
of fundamental importance to successful usage of the SPT
methodology.
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Fig. 1. Sutroutine Hierarchy
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STEP' 010 Transfer Operatos Entry to SYMBIONT
DESCRIPTION:
This step provides an operator entered directive to the Symbiont.

INTENT:

This step demonstrates that an operator entered directive is
placed in an SSB and entered in the Symbiont Queue. This step
simulates the eventual LMC, LAN Handler, FIDM to Symbiont
interface. This also provides a basic buffer and quene manage-

ment mechanism.
SOURCE:
AUTHOR: A. Spinak
DUFE DATE: 03/02/82
CUORDINATOR: T.GREER
STATUS: DATE
DSGN RVU: 02/09/82
TEST: 03/11/82
ANOMALIES: 0
NOTES:

TYPE
TEAM
ACCEPTED

Most or all of this step’s software is in the nature of a tempo-
rary workaround or Environmental Interface Module (EIM). To
prove, the SSB and the Symbiont Queue should be checked.
No queue boundary conditions will be demonstrated.

DESIGN

CODE

SEGMENTS DESCRIPTION CL DATE PERSON ST DATE PERSON ST QA CMP  LINES
SIOiNP OPERATOR 2 SPT SIMULATION | 02/01/82 MJB * n2/11/82 MJB * * 21
SIOPOM PARSE OPERATOR MLSSAGE 1 02/02/82 MJB * 02/11/82 MJB * * 21
SIOPAK PACK CD SSB I 02/03/82 T0 . 02/11/82 TO * * 30
S10CBB LOAD TEST COMM BUFF BLOCK  §

SIOSSB LOAD TEST SSB BLOCK S

SICLNK CHANGL LINK ID S 0
ORQLENQ PLACE NODL ON QUEUE I 02/02/82 TCG * 02/16/82 MJB . . s1
ORQINI INIT FREE Q NODL POOL 1 02/05/82 TCG * 02/16/82 TCG * * 14
OoPOPQU POP I'REL QUFUE NODE ! 02/05/82 MiB ¢ 02/16/82 TO * * 15
GBI QUE I/F TOQUEUE ENTRY | 02/02/82 TO * 02/12/82 TO * * 35
GOQINIT {/ TO INIT QUFULS | 02/04/82 TO * 02/12/82 TO * * 14
~SHOU PUSH | REF QUEUE NODE | 02/05/82 MJB * 02/12/82 MJB * * 16
SPINIT SPT INITIALIZATION 1 02/10/82 TCG ¢ 02/15/82 TCG * * 42
GBINIT I/1 TOINITIALIZE BUT'E ERS | 02/22/82 MJB * 03/05/82 TO * * 58
GBPOOL I/t TORFLEASE BUIFER I 02/22/82 MJB * 03/05/82 MJB * * 55
GFTBUY I'T TUGET BUTTER I 02/22/82 MIB * 03/05/82 MJB * * 56

Fig. 3. Software status report-——step 010
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STEP: NUMBER AND NAME OF THE STEP
DESCRIPTION:

DESCRIPTION O THE SYSTEM FUNCTIONS AND CAPABILITIES IMPLEMENTED IN THIS STEP AND A CONCISE SUMMARIZATION
OF THE DEMONSTRATIONS TO BE TESTED' (1P TO 3 LINES)

INTENT:
EXPLANATORY INFORMATION THAT IS USEFUL IN INTERPRETATION AND COMPREHENSION OF THE STEP. (UP TO § LINES)
SOURCE. REFERENCE TO THE REQUIREMENTS MET BY THIS STEP.
AUTHOR: ORIGINATOR OF THIS STEP INPUT.
DUE DATE: DATE WHEN THE STEP WILL BE COMPLETED AND READY FOR ACCEPTANCE.
COORDINATOR: COORDINATOR OF THE IMPLEMENTATION OF THE STEP AT THE DETAIL LEVEL.
STATUS: DATE TYPE
DSGN RVU DESIGN REVIEW DATE TYPE OF REVIEW (TEAM. CDE OR PROG)
TEST STATUS DATE TYPE OF TESTING (CHECKOUT OR ACCEPTED)
(IF TYPE IS BLANK, DATE IS PLANNED DA (E)
(ELSE DATE IS ACTUAL DATE)
ANOMALIES. NUMBER OF OUTSTANDING ANOMALIES
NOTFS

NOTFS WHICH WOULD BF HFLPFUL IN EXPLAINING THE STEP AND ITS IMPLEMENTATION. (UP TO 5§ LINES)

THF SEGMENT COLUMNS ARE AS FOLLOWS:

STEP NO - STEP NUMBER

SEGMFNTS SEGMENT NAMES

DESCRIPTION - SEGMENT DESCRIPTION

CL CLASSIFICATION CODE (I-IMPLEMENT, S-STUB, U-UNDEFINED)
DESIGN DATE - PLANNED DATY OF DESIGN COMPLETION

DESIGN PERSON - INITIALS OF PERSON RESPONSIBLE FOR THE SEGMENT'S DESIGN
DFSIGN ST DESIGN STATUS (* IF COMPLETED)

CODE DATF PLANNED DATE OF CODE COMPLETION

CODF PFRSUN - INITIALS OF PERSON RESPONSIBLE FOR CODING OF THE SEGMENT
CODE ST CODE STATUS (* IF COMPLETED OR IF REJECTED)

QA QA STATUS CODF (* IF ACCEPTFD)

CMP COMPILATION CODF (* FOR CLEAN COMPILF)

LINFS NUMBFR OF LINES IN ACCEPTED SEGMENT

Fig. 4. Software status report description
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PAGE 1S
ORIGINAL QUALITY

Of POOR

on STEP NAME UNIQ CUM DESGN CODE CMP TEST ACEPT LINES
(1} initialize Command Task 16 16 0 0 1] 0 ([ 1]
o2 Generate Command File 9 25 0 0 0 0 0 0
Co3 Acvept & Check Incoming Block 12 37 ( 0 0 0 (U 0
(1) Provess Coatrol & Status Block 8 45 o 0 0 0 0 0
0s P <33 Fvent Block 9 54 0 0 (4] ] 0 0
o6 Transmut Block to CPA 12 66 Q¢ [ (1} 0 0 1]
€07 Transmut Fue to CPA 16 82 0 ) 0 0 ) )
o8 Revall | e Duectory 2 34 ] 0 0 (U 0 0
9 Attach Fide to Queue 7 9 [\] 0 [\] [U 0
1o Inutsate Command Radiation 2 93 [ 0 0 0 0 0
Ccit Modify Standards-and-Lamits Table 18 11 [\] 0 0 0 0 0
12 Transmut Additional Directives 15 126 0 0 0 0 0 (1}
c13 Suspend  Abort, Resume Radition 9 138 0 0 0 0 0 0
Cle Verfy Command Bits i1 140 0 (1] 0 0 [\] (1]
TOTALS 146 146 0 0 0 1] 0 0
PERCENTS 100 0 0 0 0 0 0
PROJIECTION

Fig. 5. Software status report ManagemMent SuMmary
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Rates of Solar Angles for Two-Axis Concentrators

C.S. Yung and F. L. Lansing
DSN Engineering Section

Determination of the sun's pusition by the azimuth and elevation angles and its rate
of change at any time of day are essential for designing 2-axis rracking mechanisms of
solar concentrators. A study of the sun’s angles and their rates is presented at four selected
months of the yvear (March, June, September and December) and for seven selected lati-
tudes (0. 230. 260, £90) covering both the northern amd southern hemispheres.

i. Introduction

Solar thermalelectric power systems are being studied for
the Deep Space Network Luergy Conservation Project to
evaluate their techmcal and economicai teasibiity. The engi-
necring design of lugh temperature, point-focusing two-axis
tracking solar concentraturs i an unattended mode of opera-
tron requires, among the many design specifications, a knowl-
edee ot the sun angles and angle rates to be incorporated in
the automatc contrat loop parameters. To sausty this need
for dutferent networkh facilities throughout the world. this
study was imtiated to determine the sun’s position vector, rate
of movement an the shy at any @iven location and at any time
of ycar. Both northern and southern latitudes were mnvesti-
gated for thew possible diftercnces at different seasons.

. Solar Angles

Because the carth’s equatonal plane 1s tilted at an angle of
23.5 degrees to the orbatal plane as shown m Fig. 1, the solar
dechination angle 5. which 1s the angle between the carthsun
hne and the equatonal plane. vanes thoughout the year. This
varation causes the changing scasons with their unegual
pertods of dayhght and dartness The geometne configura-
tions ot the postion vector of the sun at any time ot day
relanive to the carth center and relative to a honzontal plane
passitg by pomt P on carth, are presented in Figs 2 and 3.

From Fig. 2. the latitude angle of location in radians /. is
defined as the angle between the location pasition vector OP
and the equatorial plane (north latitudes are taken positive).
The solar-azimuth angle in radians ¢ as shown in Fig. 3 is
defined as the angle between the true south direction and the
projection of the sun’s position vector on the horizontal
plane. The south direction is taken ss the reference line for
bota northemn and southem latitudes. The sign convention for
the angle ¢ s that cast of the south is taker positive, and
west of the south is taken negative. The hour angle H, which is
an dication of the local solar time, is changing with a rate of
15 deg/hr (360 deg/24 hours). The sign for H is taken posi-
tive in the morning, and segative in the afternoon, and zero at
solar noon. The solar elevation, sometimes called the altitude
angle 8. and the solar zenith angle z are also shown in Fig. 3
as the angles the solar position vector makes with the horizon-
tal plane and the vertical line. respectively.

Since the dechination angle & does not vary significantly
from one day to the next within each month (Refs. 1, 2), a
vne-day representation of a given month was considcred
satisfactory. The variation of solar declination throughout the
year from a maximum of about 23.5 deg on June 21 1o a
minmum of -23.5 deg on December 21, gave us a reason to
sclect the twenty -first day of each month to be the represen-
tative day of the month. By treaung the solar declination
tabular data (in Ref. 2) as a periodxc function with one com-
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plete cycle per year, the following analytic expression was
obtained by least squares curve fitting:

& = (#/180) (0.2833 - 23.188 cos P- 0.15 cos 2P

-0.211 sin P+ 0.1155 sin 2P) )
where
P=zM/6 )
and Mis a monthindex(M=1,2,....12).

The time of day, described by the nour angle H in radians,
is also written as

H=x(12-T)12 A3)

where T is the hourly time index in hours (T=1,2,3, ...,
24). Note T = 12 means a solar noon time.

The direction cusines of a unit vector along the location
position vector are found from the geometry of OP in Fig. 2
as: cos L cos H, - cos L sin i and sin L, with the X, Y and
Z axes, respectively. Note that the equatorial plane lies on the
X - Y plane. and point P’ is the projection of point P (repre-
senting the location on earth) on the equatorial plane. The
direction cosines of the sun’s radiation unit vector can be also
obtained from Fig. 2 as: cos 5, 0 and sin 6 with the X, Y and
Z axes, respectively. The scalar product of the above two
unit vectors will determine the cosine of the zenith angle z
(or the sine of the elevation angle 8):

cosZ = sinff =cosLcosbeosH+sinLsind  (4)

On the other hand. a unit vector along the direction of true
south (PS in Fig. 2) will have the direction cosines: sin L cos H,
-sin L sin H and - cos L with the X. Y and Z axes, respec-
tively. Accordingly. the angle w, from Fig. 3, which is the
angle between the sun’s vector and the south direction is
obtained by scalar product as

cosw = cosfcos@=cosdsinl cos H-cos L sind
or

cos ¢ = (cosd sin L cos i - cos L sin d)/cos (5

An additional relationghip for the azimuth angle ¢, can be
obtained also by multiplying scalarly the true east vector and
the sun’s position vector as shown in Fig. 3. to yield

sin ¢ = cosd sin H/cos (5a)

At solar noon (i.e., H = 0), the azimuth angle ¢ is always
2zero at all Jocations throughout the year. Also, the angle 8 is
always equal to (90 - L + 8) deg for both northern and south-
ern latitudes (from Eq. 4). Equations (4) or (5) are subject to
one constraint: the argument of the right-hand side should
be within 1.

The hour angle limit #*, which determines the hour angle
at either sunrise or sunset as measured from solar nooa, is
given by equating the elevation angle § to zero. Using Eq. (4),
the angle H* (which is half the solar day) is written as:

H* = cos™! (- tan L tan §) 6)

where the term (- tan L tan §) in Eq. (6) should not exceed 1,
and the minimum value should not be less than -1. Hence, H*
(in radians) can vary between zero and . If H* equals to
2ero, the location on carth will be in complete darkness for the
entire day. If H* equals to n, the solar day will be 24 hours
and the location will receive continuous sunlight for 24 hours.
The above limiting conditions can only occur at higher lati-
tude angles in the nurthern hemisphere (or lower angles in
the southern hemisphere) than + 66.5 deg, which is a mar-
ginal latitude given by Eq. (6) at & = 23.5 deg. For example,
the city of Bettles, Alaska, USA (with 66.5 deg north latitude)
has tweniy-four hours of sunlight in June and receives no
sunlight in December. This fact could be explained by using
Eq. (6) since the declination angle is +23.5 deg on June 21
and -23.5 deg on December 21 for all latitudes.

The azimuth angle at sunrise or sunset ¢* can be obtained,

alsu. from combining Eqs. (5) and (6) at any latitude or
declination angles where g is set equal to zero.

cos ¢* = -sin 6/cos L M

Special cases arise for Eqs. (4) through (6). First is the
case during the equinox (March 21 and September 21) when
the declination angle is zero for all latitudes. The elevation and
azimuth angles, for these two months, become:

sinB = cosLcosH
cos¢ = sin L cos H/cos 8

atd=0 ®)
sing = sin H/cos g

H* = g/2
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The abow: indicates that the day length (from sunrise to sun-

set) is always 12 hours during the equinox.

Second is the case of a location at the equator. The solar
angles at different declination and hour angles are reduced to:

sin = cosdcosH

cos¢9 = -sind/cosp atL=0 ©9)

H* = z/2

Eq. (9) shows that the day length at the equator is always
12 hours.

Third is the case at the north pole (L = +90 deg). The solar
angles at different declination and hour angles are reduced
to:

g =6 if 6§20
¢ =H if 6§20
atL=+90deg (10)
H*=n if 6§20
No sun if 8<0

The fourth special case is at the south pole (L = -90 deg)
where the solar angles become:

-5 if <0

B

¢ =(-H) f5<0
atL=-90dsg (11)
H* = n if 6 <0

No sun féd>0

Il. Angle Rates

The time rate of change of solar angles can be determined
by differentiating Eqs. (3), (4) ana (5) with respect to time
for the hour angle, elevation angle and azimuth angle, respec-
tively. The units of the angle rate are expressed in degrees per
second. The elevation angle rate § (in deg/sec), at a given 6, L,
can be expressed from Egs. (3) and (4) as

dg _ 0.00417cos L cos b sin H

ﬂ=7ﬂ cos B (8# Jdes) (12)

202

Similarly, the azimuth angle rate ¢ (in deg/sec), at given 5 and
L, can be expressed as

¢ =5—?= 0.00417

sin? H cos L sin B cos? § - cos H cos? § cos &
cos? § cos ¢

@13)
where § and | 9| must not equal to 90 deg.

Equations (12) and (13) are valid for any H, L, or 5 angles.
However, they are reduced to other forms for some special
cases presented as follows:

A. Noon Time

At noontime(}l=0),themteﬁwillbemforanylati-
tude and any month; which means that 8 either reaches a
maximum point or remains constant. The rate ¢ is also ob-
tained from Eq. (13) at noon time where:

B = 90-(L-98)
¢=0

. H=0 (19
g =0

¢ = -0.00417 cos 5/sin (L - 5)

B. Sunrise or Sunset Time

The angle rates at sunrise or sunset times (denoted by an
asterisk) are obtained from Eqs. (6), (7), (12) and (13) at any
latitude or declination angles where

p* =0

¢* = cos™' (-sin §/cos L)
atH* (15)

f* = 0.00417 \/cos (L +B) cos (L - B)

¢* = -0.00417sinL

C. Atthe Equator

At tiie equator (where L = 0), the angles are obtained
from Eq. (9). The angle rates are obtained from Eqs. (12) and
(13) at any hour angle H as:
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§ = 0.00417 cos & sin H/ /1 - cos2s cos® H

$ = 0.00417 sin 5 cos  cos H/(1 - cos®5 cos? H)
(16)

At noon time, for a location at the equator, the rates § and ¢
from Eq. (16) are reduced to: ’

=0 L=0
an
0.00417 cos &

¢ H=0
Eq. (17) is identical to Eq. (14) when setting /= 0.

Also, at sunrise (or sunset), for a location at the equator
(H* = 1/2), the rates § and ¢ from Eq. (15) or Eq. (16) are

g = 0.00417 cos & L=0

(18)

¢ =0 H=H*

Equation (16) for the equator is plotted as shown in Fig. (6)
at different H and & angles. Peak values for g are evidenced
at sunrise or sunset time in March and September (& = 0) as
0.00417 deg/sec. On the other hznd, the peak values for ¢
can reach infinity as § » 0. As & changes between +23.5 deg,
the rate ¢ changes between +0.0096 deg/sec.

D. Atthe North Pole

The angles 8. ¢, H* at the north pole, from Eq. (10), are
substituted in Eqs. (12) and (13) where L = 90 and 6 2 0,
hence,

g =0
L=+90 deg (19)
-0.00417

¢

Eq. (19) is applicable for any hour-of-day variation at any
month where 6 2 0.

E. Atthe South Pole

The angles 3, @, H* at the south pole, from Eq. (11). are
substituted in Eqgs. (12) and (13). where L = -90,and 3 €0.
Hence,

g =0
=290 deg (20)

¢ = +0.00417

Eq. (20) is applicable for any hour-of-day - iriation at any
month whore § 0.

IV. Discussion of Results

A. Solar Angles

The computations of the solar angles at some selected
hours of day, months of year and latitudes were compared
ggainst the tabulated data given in Rof. 2. A good agreement
was found in all cases. Further, the rates of solar angle varia-
tions were determined at seven different latitudes covering
northern and southern hegnispheres including the equator.
In the northern hemisphere, latitudes +30, +60, and +90 deg
were selected. In the southern hemisphere, latitudes -30, -60,
and -90 were selected.

For four selected months throughout the year (March,
June, September and December), the solar angles were plotted
as shown in Figs. 4 and 5. Figure 4 shows the solar elevation
angles. If =0, the solar elevation angle reaches its peak
(90 deg) ar solar noon, and the sun’s position vector travels
in a vertical plane containing the east-west directions. Figure 4
also gives the solar elevation angles for the remaining six
latitudes: £30, +60 and +90 deg. Figure 5 shows the compari-
son of the solar azimuth angle for the seven selected latitudes.
The profile of the solar altitude angles, however, is similar in
both northern and southern locations of equal latitude. The
two hemispheres experience an opposite climatic effect; the
“summer” season, including the months of June, July and
August in the northern hemisphere, is the “winter” season in
the southern hemisphere.

At the north pole, the sun is barely visible at the horizon
on March 21 and September 21 as evidenced from Eq. (10).
In June, the sun maintains a constant +23.5 deg with the
horizontal plane all day long. On the contrary, the south
pole experiences 24 hours of daylight in December (6 = -23.5)
as evidenced from Eq. (11).

The azimuth angle is always zero (or 180°) at solar noon,
ard at sunset it is obtained from Eq. (7). In northern lati-
tudes, the trace of the azimuth angle is mostly located in the
southern quadrants of the horizontal plane; hence solar con-
centrators should be oriented facing south. The opposite
situation exists in the southern hemisphere; i.e., solar concen-
trators in the southern hemisphere should be oriented facing
north.

B. Angle Rates

Figures 6 through 10 show the time rate of change of solar
angles (ﬁ and o) at the selected latitudes. Figure 6 shows the
angle rates at the equator as obtained from Eq. (16). The rate
of elevation angle in March and September (6 = 0) is constant
at 15 deg per hour) throughout the day except at solar noon
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where the rate is zero. The maximum rate of azimuth angle ¢
is 0.0096 deg/sec at solar noon in June.

Figures 7 and 8 present the angle rates in the northern
hemisphere where L = 30 and 60, respectively. In general, the
angle rates in the northern hemisphere decrease as the lati-
tudes increase. In the north pole, the rate of elevation angle
is zero, while the azimuth angle travels at a constant rate of
-15 deg/hr (-0.00417 deg/fsec).

Figures 9 and 10 present the angle rates for the southern
hemisphere where L = -30 and -60 degrees respectively. In

all cases studied, with the exception of the north and south
poles, the rate of elevation angle § decreases to zero at noon
time from its maximum value at sunrise (or sunset) while the
rate of azimuth angle ¢ increases frum its low sunset value to
a peak value at solar noon.

The development of the above angle and angle rate analyti-
cal expressions for any month, hour of day, and latitude
represents an initial study which provides the solar concen-
trator designer with a quantitative determination of the
limiting sun’s position and angle rates for an accurate auto-
matic tracking mechanism.
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Fig. 6. Rate of solar angles for the equator
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Fig. 8. Rates of solar angies for 30.00 deg south iatitude
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